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Executive summary

This deliverable of the "AI4TRUST - Al-based technologies for trustworthy solutions against
disinformation" project, titled "D5.6 - AI4TRUST Platform v2", is the third deliverable of Work
Package 5 "Technical implementation of the platform & Security Framework" (hereinafter
referred to as WP5). It is closely interconnected with other Work packages, specifically WP2
("Methodological design, data gathering and pre-processing"), WP3 ("Al-driven data analysis
methods"), WP4 ("Human-Centred Explainability, Interpretation and Policy"), and WP6 ("Piloting,
Assessment & Fact-checking"). The deliverable marks the intermediate release of the AI4TRUST
platform (AI4TRUST Platform v2). It also incorporates the recommendations outlined in the
"General Project Review Consolidated Report (HE)”, dated 28 June 2024, following the project's

first Review Meeting.

In particular, the following sections have been implemented to address the recommendations:

e Section 2 details the Platform Roadmap and shows how the AI4TRUST Platform v2
updates and extends the AI4TRUST Platform v1;

e Section 2.1 describes the Toolbox functionality from the user’s perspective and outlines
how this functionality has been improved in AI4TRUST Platform v2;

e Section 2.2 shows the new added Monitoring and Human Validation functionality in
AlI4TRUST Platform v2;

e Section 3 (and the related subsections) describes from a technical point of view how the
components are integrated, implemented and updated in AI4TRUST Platform v2 to
support the Toolbox and the Monitoring and Human Validation functionalities.

The AI4TRUST Platform v2 builds on the foundation established in AI4TRUST Platform v1,
incorporating advancements to enhance its effectiveness in combating disinformation through Al -
driven solutions. It implements the Key Exploitable Results (KER) #1 (the Toolbox) and #2 (the
Monitoring and Human Validation) described in deliverable D7.4! and it will be tested by the end
users of the project (i.e., fact-checkers and journalists) during the second piloting phase. This will
be documented in a dedicated internal report by the WP6 Leader ahead of the scheduled Review
Meeting on 20 May 2025. Following the release of the third version of the platform in August 2025
(see Milestones), a third piloting phase will take place in the autumn, leading to the submission of
the forthcoming deliverable D6.3 - Piloting sessions report v22. This deliverable will serve as the
foundation for the final updates to the platform, ensuring the necessary refinements for the
preparation and submission of the deliverable D5.7 — Final AI4TRUST Platform.

The AI4TRUST Platform v2 can be accessed by selected users at the following URL:

https://pilot.platform.ai4trust.eu/

1 D7.4 - Innovation, Exploitation, and Sustainability Plan v2 (https://ai4trust.eu/public-deliverables/)
2 D6.3 - Piloting sessions report v2-3
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1. Introduction

The AI4TRUST project, formally known as AI4TRUST - Al-based Technologies for Trustworthy
Solutions Against Disinformation, is a pioneering initiative aimed at addressing the pervasive issue
of misinformation and disinformation within the European Union (EU). This project is designed to
empower a diverse group of stakeholders, including researchers, fact-checkers, media
professionals, and policymakers, by equipping them with advanced Al technologies that are
tailored to tackle the multifaceted challenges of combating mis/disinformation (hereinafter also
“disinformation”) through a comprehensive approach that includes multichannel, multilingual, and
multimodal monitoring. The AI4TRUST platform is structured to achieve three primary objectives:

e To establish a robust monitoring system that spans various communication channels,
languages, and content types.

e To support users with objective analyses to allow them to evaluate the potential risks
linked to unreliable information.

e To contribute to a more trustworthy online environment that encourages collaboration
among key stakeholders, helping to mitigate the spread of unreliable information and
potentially guiding the development of effective counter-narratives.

Deliverable D5.6, titled AI4TRUST Platform v2, represents a significant milestone in this project.
As the third deliverable of Work Package 5 (WP5) - "Technical Implementation of the Platform &
Security Framework," D5.6 signifies the intermediate release of the AI4TRUST platform. This
document provides an in-depth look at the platform's functionality, highlighting its capabilities and
operational framework. This document is organised with the following structure:

e The second section provides an overview of the AI4TRUST Platform, detailing its main
parts and the roadmap to implement them in AI4TRUST Platform v1, v2 and v3. Then it
describes AI4TRUST Platform v2 from the user perspective, detailing its updated and
extended Toolbox (in respect to AI4TRUST Platform v1) and its newly introduced
Monitoring and Human Validation Dashboard;

e The third section shows how the different components are integrated in AI4TRUST
Platform v2 to support the Toolbox and the Monitoring and Human Validation
functionalities shown in the second section, and details, in the relative subsections, the
implementation and the updates of each component;

e The fourth section describes the software development (Dev) and IT operations (Ops),
providing details about how applications and the related dependencies are packaged and
how and where the software is deployed,;

e The fifth section recaps the main achievements obtained implementing the AI4TRUST
Platform v2 and highlights the connections with the forthcoming AI4TRUST Platform v3.

The AI4TRUST Platform v2 introduces key improvements aimed at strengthening the platform’s
analytical capabilities ensuring a more seamless integration of Al-driven solutions. By
improving its approach based on insights from the initial piloting phase (see deliverable D6.2 -

12
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Piloting sessions report v1), this version enhances the platform’s ability to process and access
content while reinforcing privacy and ethical standards. Furthermore, the AI4TRUST Platform v2
introduces a new Monitoring and Human Validation Dashboard that enables the user to filter and
rank the automatically collected Social Media and News items in order to promptly scout potential
mis/disinformation and perform further investigation on selected pieces of information, enabling

manual rating of the content.
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2. Overview of the functionalities of the
AI4ATRUST Platform

AI4TRUST aims to combat mis/disinformation by leveraging advanced Al-driven data analysis
methods that continuously assess online content. The platform also features automated data
collection and analysis of content, serving as a valuable resource for future research on fake
claims, enabling a more comprehensive understanding of mis/disinformation techniques and
supporting ongoing efforts to improve detection methodologies. It also provides analysis at-scale
of collected data, to provide an analytical view on disinformation, providing new insights on a more
general view of the disinformation patterns. To achieve these objectives, the AI4TRUST Platform
follows an incremental development approach, with three planned iterations (AI4TRUST Platform
vl, v2, and v3) as detailed in D5.83 and summarised in the paragraphs below (Figure 1).

Al-driven data analysis methods

Deepfake Image Deepfake Video Reverse Video
Detection Detection Search

Audio Anomaly Deepfake Audio
Detection Detection

Fact-checked Verdict Checkwaorthy Disinformation
Claim Retrieval Generation Claim Detection | Signals Detection
Sensational Visual-text Domain .
- o . Video Anomaly
Content Misalignment Disinformation Detection
Detection Detection Detection

Disinformation
Warning System

Speech to Text

2 Toolbox: Textual, Audio,
Video, Image
Analysis Dashboards

7 [¥] -1

Backend only

[ ]
Monitoring and Human
Validation

Dashboard

Social networks,

Automated data collection and analysis of content

Social Network
Visualization

Analytics: Infodemic n
> Observatory, Network Infodemic Reliability of Relevance CI‘::J?;Z?'ES
Analysis, QObservatory Social Media Evaluator B .
- ehaviour
Recommendation Tool

Dashboards

Recommendation
Tool

Analysis at-scale of collected data

Figure 1: Overview of the functionalities of AI4TRUST Platform (from D5.8)

3 D5.8 - AI4TRUST Platform Specification — Revised version (https://ai4trust.eu/public-deliverables/)
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The AI4TRUST Platform is designed to offer users a variety of functionalities, with analyses
performed by a comprehensive set of components displayed across different dashboards.

The first section of the AI4TRUST Platform, shown in green in Figure 1, focuses on analysing
individual content items using Al-driven data analysis methods developed during the first R&D
iteration. Users can submit textual, audio, video, or image content through specific dashboards,
where Al-driven data analysis methods are used to support the detection of misleading content.
This includes examining visual content to identify deepfake images and videos or videos reused out
of their original context, analysing the audio stream for detecting deepfake audio, transcribing
speech to text, and evaluating text to spot disinformation signals such as hate speech, offensive,
sensational language.

The second section, depicted in blue in Figure 1, provides dashboards for exploring social media
and news feed content that is automatically collected and evaluated about its checkworthiness by
a subset of Al technologies that support large-scale data analysis.. A processing pipeline handles
the automatic collection and analysis of content from the Web, and the flagging of checkworthy
and potentially misleading content items by the Disinformation Warning System. The automatically
flagged content items are presented to the users through the Monitoring Dashboard, where expert
users can provide their feedback about the trustworthiness of the content item through the Human
Validation Dashboard (see Section 2.2).

The third section, shown in purple in Figure 1, introduces visualisation dashboards for displaying
advanced analytics capabilities performed on the data collected by the automated pipelines from
the second section. This capability is made possible through the synthesis of relevant indicators
from the collected data, tailored for AI4TRUST Platform end-users, such as fact-checkers,
journalists, media practitioners, and policy-makers. Users will have the ability to filter the analysis
across various dimensions, including topic, language, source platform, and time-period. Specific
dashboards will address various types of large-scale analysis of the collected data, such as the
Social Network Visualisation tool that will allow the end-users to evaluate how hierarchical,
inequal or biased the social network is, or the Infodemic Observatory tool, which will be capable of
tracking aggregated statistical information on the quantity of misleading news circulating in a
certain period of time on different topics and across various social media platforms, both in absolute
terms and relative exposure to the public.

Each version of the AI4TRUST Platform (v1, v2, and v3) progressively incorporates the described
sections to enhance its overall effectiveness. The incremental development of the AI4TRUST
Platform follows a logical and strategic process, aligned with the three Key Exploitable Results of
the project: #1 - the Toolbox, #2 - the Monitoring and Human Validation, #3 - the Analytics about
the collected data (for further details, please refer to D7.4%). Each of the three versions of the
Al4TRUST Platform is described in more detail in the paragraphs below.

4 D7.4 - Innovation, Exploitation, and Sustainability Plan v2 (https:/ai4trust.eu/public-deliverables/)
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Deepfake Image Deepfake Video Reverse Video

Detection Detection Search
o Toolbox: Textual, Audio,
: ' Audio Anomaly Deepfake Audio
ﬂ Video, Image ; . Speech to Text
3 Detection Detection
Analysis Dashboards
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Claim Retrieval Generation Claim Detection [ Signals Detection

Figure 2: Overview of the functionalities of AI4TRUST Platform v1

The AI4TRUST Platform v1 (see Figure 2), described in detail in D5.5° implements the Toolbox
that provides end-users with access to Al-driven data analysis methods through dedicated
dashboards. End-users can submit social media or news items, which are processed by the
appropriate Al-driven analysis methods. The system then collects the results and presents them in
a user-friendly format. Some of the Al-driven analysis methods introduced in v1 also serve as a
foundation for more advanced automated analysis services in subsequent versions (v2, v3).

Al-driven data analysis methods

Deepfake Image Deepfake Video Reverse Video
Detection Detection Search

Audio Anomaly Deepfake Audio

Detection Detection Speech to Text

Fact-checked Werdict Checkwaorthy Disinformation
Claim Retrieval Generation Claim Detection | Signals Detection

Analysis Dashboards

Toolbox: Textual, Audio,
w Video, Image

Sensational Visual-text Domain
Content Misalignment Disinformation .
Detection Detection Detection Detection

Video Anomaly

=
=
o
-
$
3]
@©
m

Disinformation

Monitoring and Human
Validation
Warning System

Dashboard

Social networks, P
News feeds B Data Collector

Automated data collection and analysis of content

Figure 3: Overview of the functionalities of AI4TRUST Platform v2

5D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables/)
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The AI4TRUST Platform v2 (see Figure 3), the focus of this deliverable, enhances its predecessor
by introducing automated content collection and analysis from social media and news feeds. It
continuously gathers and processes content on predefined topics (Public Health, Climate Change,
and Migrants) using a selection of Al methods for text, visual, and multimodal analysis (see
Section 3.1) alongside the Disinformation Warning System (DWS) (see Section 3.8). The DWS
evaluates these outputs to flag potentially misleading content, enabling real-time analysis,
automated detection of checkworthy content, and timely insights for fact-checkers. End-users can
access data and analysis results via a monitoring dashboard, while fact-checkers can leverage a

human validation dashboard to manually review and validate flagged content. For further details,
see Section 2.2.

Al-driven data analysis methods

Deepfake Image Deepfake Video Reverse Video
Detection Detection Search
Audio Anomaly Deepfake Audio
Toolbox: Textual, Audio,

Video, Image Fact-checked Verdict Checkworthy Disinformation
Analysis Dashboards Claim Retrieval Generation Claim Detection || Signals Detection

Sensational Visual-text Domain
Content Misalignment Disinformation
Detection Detection Detection

Video Anomaly
Detection

Backend only

Monitoring and Human
Validation Disinformation
Dashboard Warning System

Social networks, B
News feeds Data Collector

Automated data collection and analysis of content

Social Network
Visualization

Analytics: Infodemic Coordinated
Observatory, Network Infodemic Reliability of Relevance

Analysis, Observatory Social Media Evaluator Inauthgntlc
y Behaviour
Recommendation Tool

Dashboards

Analysis at-scale of collected data

Figure 4: Overview of the functionalities of AI4TRUST Platform v3
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The AI4TRUST Platform v3 (see Figure 4), described in the forthcoming D5.7°, will extend the
previous one, building upon the automated data collection and analysis pipeline and adding an
advanced analysis-at-scale of collected data, which will provide users with contextual and
analytical insights based on historical data. This analysis will be employed to track the spread of
disinformation, through advanced analytics, including source reliability assessments and infodemic
trend monitoring. Additionally, policy-oriented services will be introduced to monitor
disinformation risks and assist policymakers in developing more effective countermeasures. The
results will be seamlessly integrated into interactive dashboards, offering end-users with
visualisations and trend analyses across the entire dataset.

After providing an overview of the platform’s iterations to present a comprehensive picture, this
deliverable focuses on AI4TRUST Platform v2, as shown above. It details the updated and newly
introduced Al-driven data analysis methods — building on the previous iteration — and the new
automated data collection and analysis pipeline. These aspects are explored through the two
scenarios described in the following sections:

e Fact-checking media items using the AI4TRUST Toolbox: highlighting the key
advancements from the earlier version, focusing on improvements in the Al-driven data

analysis methods interfaces, usability, and functionalities.

e Accessing automatically flagged contents using AI4TRUST Monitoring and Human
Validation Dashboard: focusing on the identification of potentially misleading content,
based on the automated collection and analysis of content from social media and news

feeds.

2.1. Fact-checking media items using the AI4TRUST
Toolbox

The AI4TRUST Toolbox allows users to analyse content from different data modalities (i.e., text,
audio, image, video), get clues about the trustworthiness of the associated media item, and spot
cased of mis/disinformation (for further details about the Toolbox implemented in AI4TRUST
Platform v1 please see D5.57). In AI4TRUST Platform v2, several data analysis methods of the
Toolbox have been advanced based on the received users’ feedback after the first piloting session
(see D6.28). Moreover, the updated dashboard features a refreshed design, incorporating updated
colours and improved descriptions about the project and the integrated Al methods in the Toolbox.
An overview can be seen in Figure 5.

6 D5.7 - AI4TRUST Platform v3 (due by M32 - August 2025, https://aidtrust.eu/public-deliverables/)
7 D5.5 - AI4TRUST Platform v1 (https:/aidtrust.eu/public-deliverables/)
8 D6.2 - Piloting sessions report v1 (https:/aidtrust.eu/public-deliverables/)
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Content Analysis Preview Image Analysis

Al-generated image detection

nalyses an image through 3 set of Al detectors and
g Al-generated. There are
AN and Diffusion models,

d we therefore refor ta
them as the GAN and DM detectors, respectivoly. However, cach
detector may occasionally detect synthetic images from cther

types

ction, you can paste the link to an sudio of video footage where U

audio-visual component can be analy

The image is suspicious.

(]
Click here to see the list of availsble tools v
Show Mara
o
Some of the vidoos on the supparted platforms may not bo downloadable
due ta access restrictions put in place by the video uploadar
o
Language is optional. I not providod. the Audic Transcription teature wil
not be performed.
Analys
& " : ”
& % AI4TRUST ruarrosn Content Analysis Monitoring About the AMTRUST Platform - 0 & i AIATRUST e Content Analysis Manitaring it the AUTRUST Pl Tk o

Preview Audio-Video Preview Text Analysis
Analysis

Disinformation Signals ot

Video Deepfake Detection Detection

This tacl analyses text content, detecting imstances of hate
speech, offencive language. and clickbait fog. use of
sensational, exaggerated, or ambiguous language. Gver-the:
Top/*Catchy® Hoadlinas) Aftor the analyis, the system provides
the detected text segment and tha model's level of confidence
{in percent] in idertifying hate speech, offensive Language, ar
clickbait within the cogment.This confidence leval cfficiently
assists in assesting the potertial presence of inapproprate ar
misleading content. For sxample. the algarthm can detect hata
speach in a specific sactian of toxt with 3 70% confidence lovel,
indicating that it is 70% sure af the oxistence of hato spacch in
this text

This tocl analyses a video through 3 sat of Al detactors and
< 3 probability of the vidco beng Al generated Tho

oen intograted and can be access

on-demand by the user.

No manipulations detected!

L]

How ta interpret the detector scores?

Reenactment detector

Figure 5: Toolbox in AI4ATRUST Platform v2

The Toolbox offers a structured and intuitive interface tailored to the type of input content,
enabling users to select between audio/video, image, and text analysis. This structure ensures a
seamless and efficient experience when submitting content for evaluation.

e Audio/Video: Requires a URL to the content along with an optional language selection,
which is used for audio transcription purposes.

e Image: Requires a URL pointing to the image.

o Text: Requires textual content and a language. Additionally, an optional title can be

included to provide further context for analysis.

When the content is provided, an Al-driven analysis is conducted, leveraging multiple state-of-the-
art tools to extract insights and detect potential manipulation. This enhances the
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mis/disinformation debunking process by allowing end-users to explore various aspects of the
analysed content in detail.

A key enhancementin AI4TRUST Platform v2 is the integration of video and audio analysis, which
were previously separated within version 1. This unification enhances the platform’s ability to
assess multimedia content more comprehensively. By processing both visual and audio data within
a single workflow, the system enables a more seamless and holistic evaluation of video content.

Beyond visual improvements, the Toolbox of AI4TRUST Platform v2 integrates a refined and
updated set of tools, enhancing the overall usability. These updates were guided by the received
users’ feedback after the first piloting session (see D6.2°), ensuring a more intuitive experience and
streamlined workflow. A detailed comparison of the toolset of AI4TRUST Platform v1 and the Ul-
based improvements introduced in AI4TRUST Platform v2 is provided in Table 1.

Table 1: Tools available in AI4TRUST Platform v1 vs AI4ATRUST Platform v2

Al-Driven Data Analysis

Content Type AI4TRUST Platform v1 AI4TRUST Platform v2
Methods
Updated Ul
Video/Audio Deepfake Video Detection YES (Added multimodal

detection model)

Video Reverse Video Search YES YES
|
Image Deepfake Image Detection YES YES
\
Audio Audio Anomaly Detection YES YES
|
Audio Deepfake Audio Detection YES YES
Updated Ul
Audio Speech to Text YES (Supported languages

increased from 5 to 7)

Updated Ul

. (Supported languages
Check-worthy Cl
Text ec .WO yam YES increased from 1 to 3, and
Detection
score for each segment of

the text)

Updated Ul
YES (number of signals
increased from 3 to 38)

Disinformation Signals

Text
Detection

® D6.2 - Piloting sessions report v1 (https:/aidtrust.eu/public-deliverables/)
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Al-Driven Data Analysis

Content Type AI4TRUST Platform v1 AI4TRUST Platform v2
Methods
Updated Ul
Text Verdict Generation YES (Supported languages
increased from 1 to 8)
| |
Text Fact-checked Claim Retrieval NO YES

Al4TRUST Platform v2 enhances version 1 by expanding language support for most language-
dependent tools, making them accessible to a wider user base. Additionally, key Ul improvements
have been made to enhance functionality and usability. The following sections present a subset of
Toolbox tools, focusing on the newly implemented Fact-checked Claim Retrieval and those with
updated Uls (see Table 1). For details on tools introduced in Platform v1, such as Reverse Video
Search, Deepfake Image Detection, Audio Anomaly Detection, and Deepfake Audio Detection,
refer to D5.5 1°. For technical details on all Al-driven data analysis methods, see Section 3.1.

2.1.1.
Deepfake Video Detection

00:00:02

This tool analyses a video through a set of Al detectors and provides a
probability of the video being Al generated. The detectors behind the
scenes have been trained to detect two of the most popular face
manipulations in videos, namely face swaps and face reenactments. The
tool supports their detection by two corresponding models. Also, an
additional detector based on a state-of-the-art method has been
integrated and can be accessed on-demand by the user.

The video is suspicious!

How to interpret the detector scores?

If any of the detectors produces a high detection score (>50), then it is likely that the
video is a deepfake. If all detectors produce low detection scores (<50), then you
should use some other detector — it is still possible that the video is a deepfake, but the
detectors haven't seen the particular kind in their training

Audio-visual Inconsistency Detector

This mo: alyzes the visual and audio content of the video in a combined way. More specifically, the
atches between what is read from the lips of a person talking and what is heard
from their voice. For that reason, this method is only meaningful when there is a clearly visible person
talking in the video and their voice is audible.

method

Fake

A significant portion of the video contains inconsistencies between the
spoken audio and the detected lip movements, suggesting potential
manipulation.

Total time

Deepfake Video Detection

Reenactment detector

This model detects if a person’s face in the video has been manipulated to make it look like acting or
saying things they never did using the resnactment technique.

10.19%

No reenactment detected! That means that it is either a real video or a video

that has been manipulated using a different deepfake method.

FaceSwap detector

This model detects if a person's face in the video has been replaced with someone else's using the
FaceSwap technique.

4.29%

No face swap detected! That means that it is either a real video or a video
that has been manipulated using a different deepfake method.

Total time

1
Temporal Incoherence Checker” /0,

Detects long-term inconsistencies in the video and identifies face forgeries.

[1] https: i orgidocument/97 10282

Show Less ~

Figure 6: Deepfake Video Detection in AI4TRUST Platform v2

10 D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables))
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The Deepfake Video Detection tool uses Al detectors to analyse videos for manipulation (D5.6).
In AI4ATRUST Platform v1, it included the Face Swap detector, which identifies face replacements,
and the Reenactment detector, which detects facial alterations to simulate different speech or
actions. In AI4TRUST Platform v2 it also introduced the Audio-visual Inconsistency detector, which
examines both audio and video for mismatches between mouth movements and spoken audio,
enhancing the tool's ability to detect deepfakes. Figure 6 shows the updated Ul.

2.1.2. Speech to Text

The Speech to Text tool converts spoken content into text for further analysis. In AI4TRUST
Platform v2, it now supports transcription in all project-defined languages: German, Greek, English,
Spanish, French, ltalian, Polish, and Romanian. This update significantly expands the tool's
language coverage. An example is shown in Figure 7, where a French video is transcribed into text.

Total time Total time

Transcription 010545 Transcription 010536

0 0
This tool transcribes into text the spoken content in the input
audio or video file. The resulting text can be further analysed by
selecting it or parts of it and clicking the Analyse selected text
button.The tool allews browsing through the audio/video
footage by clicking on the words in the transcript: clicking a word
sets the current video timestamp. The transcription confidence for each transcribed word can be shown by using the appropriate
for each transcribed word can be shown by using the appropriate toggle.

This tool transcribes into text the spoken content in the input
audio or video file. The resulting text can be further analysed by
selecting it or parts of it and clicking the Analyse selected text
button.The tool allows browsing through the audio/video
footage by clicking on the words in the transcript: clicking a word
sets the current video timestamp. The transcription confidence

toggle.

Show transcription confidence

Show transcription confidence

M

Une visite sur le terrain pour redynamiser le moral des troupes. Alors

M

- . que larmée ukrainienne est en difficulté sur le front, Wolodim
Une visite sur le terrain pour redynamiser le moral des troupes. Alors
i . i ) Mzelinski s'est rendu & Khrkif, ol il a pu rencontrer des soldats en
que l'armée ukrainienne est en difficulté sur le front, Wolodim L o
premiére ligne et leur remettre des médailles. Quelques heures plus
Mzelinski s'est rendu a Khrkif, ou il a pu rencontrer des soldats en L T . .
tot, le président ukrainien était a Pokrovsk, ville stratégique que

premiere ligne et leur remetire des medailles. Quelques heures plus l'armée de Kiev tente depuis des mois de défendre face a 'avancée des

t6t, le président ukrainien était a Pokrovsk, ville stratégique que troupes russes. Khkiff et Pokrofs ne sont pas les seuls & faire face 3 la

l'armée de Kiev tente depuis des mois de défendre face 4 l'avancée des
troupes russes. Khkiff et Pokrofs ne sont pas les seuls a faire face a la
force de feu de l'armée russe, dont la nuit de samedi & dimanche une
attague de drone a fait au moins trois morts et déclenché des
incendies dans plusieurs immeubles de la capitale. Au total, selon les
autorités, prés de cent cinguante drones russes ont été lancés dans
plusieurs régions ukrainiennes, Kiev affirme en avoir détruit quatre
vingt - dix - sept. De son c6té, larmée russe a déclaré avoir détruit
cinquante neuf drones ukrainiens sur son territoire. Selon Moscou,
l'attaque a fait au moins un mort a Rostow, dans le sud ouest de la
Russie. Malgré ces attaques russes et ukrainiennes, les deux pays se
préparent aux négociations,

Ce dimanche soir, les délégations ukrainienne et américaine doivent se
rencontrer a Riyad en Arabie saoudite les pourparlers doivent
notamment se concentrer sur les modalités d'une tréve sur les
infrastructures énergétiques, comme convenues par Vladimir Poutine

et Donald Trump.

force de feu de 'armée russe, dont la nuit de samedi a dimanche une
attaque de drone a fait au moins trois morts et déclenché des
incendies dans plusieurs immeubles de la capitale. Au total, selon les
autorités, prés de cent cinguante drones russes ont été lancés dans
plusieurs régions ukrainiennes, Kiev affirme en avoir détruit quatre
vingt - dix - sept. De son c6té, 'armée russe a déclaré avoir détruit
cinquante neuf drones ukrainiens sur son territoire. Selon Moscou,
l'attague a fait au moins un mort & Rostow, dans le sud ouest de la
Russie. Malgré ces attaques russes et ukrainiennes, les deux pays se
préparent aux négociations,

Ce dimanche soir, les délégations ukrainienne et américaine doivent se
rencontrer & Riyad en Arabie saoudite les pourparlers doivent
notamment se concentrer sur les modalités d'une tréve sur les

infrastructures énergétigues, comme convenues par Vladimir Poutine

Analyse selected text € °

et Donald Trump.

Figure 7: Speech to Text in AI4TRUST Platform v2
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2.1.3. Check-worthy Claim Detection

H . Total time o
ChECk_Worthy Clalm DeteCtI on 00:00:71 How to interpret the confidence level?
Each checkworthy paragraph is highlighted in red. Hovering each
o paragraph shows the confidence level indicating how confident
This tool indicates whether the text is worthy of verification the tool is about its checkworthiness. It ranges from 0% to 100%.
using the flags "is check-worthy" or "is not check-worthy" and

assigns a corresponding score. The score ranges from 0 to 100,

. . L 0%
representing the confidence for the associated prediction. For

= 1 . ¢
example, a text that is check-worthy with a score of B6 is check- e
worthy with 86% confidence. A text is considered worthy of
verification if it appears to be false, may be of public interest, Recent studies have shown that COVID-19 vaccines are linked to
have an impact on the public, or potentially cause harm to severe health complications, including heart failure, immune
society, entities, groups, or individuals. Check-worthy texts disorders, and even sudden death.
contain claims that are factual and verifiable. The tool marks as
U R R s R s S R s £ Despite being promoted as safe, thousands of people worldwide
as those containing opinions only (non fact-checkable). Other . - -
. i . have reported life-threatening side effects shortly after receiving
claims that are not worthy of verification are those that are factual
., " B : the vaccine. Pharmaceutical companies and governments are hiding
but easily checked by the average user (e.g., "Rome is the capital

of Italy”). the truth to maintain profits, while doctors who speak out are

silenced.

Confidence Data from various sources suggest that vaccinated individuals have
higher mortality rates compared to unvaccinated ones. Instead of
81.93% - ; ;
L] 0 protecting you, these vaccines weaken your immune system,
Th e text is Ch ec k _ Worth y making you more vulnerable to diseases.

The long-term effects are unknown, but experts warn that mass

Show Maore + vaccination may cause a global health crisis. Before getting vaccinated,

think twice and do your research—your life may depend on it

Figure 8: Check-worthy Claim Detection in AI4TRUST Platform v2

The Check-worthy Claim Detection tool evaluates content for check-worthiness by assigning
labels and confidence scores, identifying potentially false, impactful, or harmful claims while
excluding opinions and easily verifiable facts. In AI4TRUST Platform v2, it also offers an enhanced
view (Figure 8) with detailed segmentation of text, highlighting check-worthy segments with
intensity-based colours and confidence scores. Users can access deeper insights by clicking "Show
More" and hovering over highlighted text. The tool now supports additional languages, including
Spanish and ltalian. See Section 3.1.5 for more details.
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2.1.4.

Disinformation Signals
Detection

This tool analyses text content, detecting instances of hate
clickbait (e.g.,
sensational, exaggerated, or ambiguous language, Over-the-

speech, offensive language, and use of
Top/“Catchy” Headlines).After the analysis, the system provides
the detected text segment and the model's level of confidence
(in percent) in identifying hate speech, offensive language, or
clickbait within the segmentThis confidence level efficiently
assists in assessing the potential presence of inappropriate or
misleading content. For example, the algorithm can detect hate
speech in a specific section of text with a 70% confidence level,
indicating that it is 70% sure of the existence of hate speech in

this text.

Total time

00:42:91

Disinformation Signals Detection

Total time

Disinformation Signals 00-42:91

Detection
L]

This tool analyses text content, detecting instances of hate
and clickbait (eg.
sensational, exaggerated, or ambiguous language, Over-the-

speech, offensive language, use of
Top/“Catchy” Headlines).After the analysis, the system provides
the detected text segment and the model's level of confidence
(in percent) in identifying hate speech, offensive language, or
clickbait within the segmentThis confidence level efficiently
assists in assessing the potential presence of inappropriate or
misleading content. For example, the algorithm can detect hate
speech in a specific section of text with a 70% confidence level,
indicating that it is 70% sure of the existence of hate speech in

this text.

www.ai4trust.eu

Common Common

Disinformation Conspiracy Theory Trolling Disinformation Conspiracy Theory Trolling
Signals Signals
Pseudoscience Science Denialism Discredit Science Denialism
Polarization Clickbait Polarization Clickbait
Recent studies have shown that COVID-19 vaccines are linked to nt studies own that COVID-19 vaccines are linked to
health complications, including heart failure, immune  se health ations, including heart fa immune
s, and even sudden death. Despite being promoted as safe disor and even sudden n. Despite being promoted as safe,

haw sands of people w de have reported life-threatening side

reported life-threatening side

ng the vaccine tly after receiving the vaccine. Pharmaceutical companies

rNMmer i ¥ h profits, while
Non-Science As Science - 90.00%
ho spd

Data from various sources suggest that vaccinated individuals

effects shortly afte

Pharmaceutical companies and governments are hiding the truth

to maintain profits, while doctors who speak out are silenced.

Data from various sources suggest that vaccinated individuals have

have higher mortality rates compared te unvaccinated ones.

higher mortality rates compared to unvaccinated ones. Instead of

protecting you, these vacc weaken your immune system, making n I of protecting you, these vaccines weaken your immune
you more vulnerable to dis s. The long-term effects are unknown system, making you more vulnerable to diseases. The long-term
but experts warn that mass vaccination may cause a global health effects are unknown, but rts warn that mass vaccination may
crisis. Before getting vaccinated, think twice and do your research cause a global health crisis g vaccinated, think twice and

your life may depend on it do your research—your life may depend on it

Figure 9: Disinformation Signals Detection in AI4TRUST Platform v2

The Disinformation Signals Detection tool analyses text and labels segments to identify
misleading, ambiguous, harmful, or false content. In AI4TRUST Platform v2, it features an improved
Ul and supports over 30 additional signals, grouped into Tactics (Common Disinformation Signals,
Conspiracy Theory, Trolling, Discredit, Pseudoscience, Science Denialism, Polarisation, and
Clickbait). Users can select Tactics via buttons and view signal titles and confidence by hovering
over highlighted text segments (see Figure 9).

2.1.5. Verdict Generation
The Verdict Generation tool evaluates textual input against a provided source of truth to generate

a verdict. In AI4TRUST Platform v2 the tool has been advanced to support all eight project-defined
languages: German, Greek, English, Spanish, French, Italian, Polish, and Romanian. Additionally, it
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has undergone minor Ul improvements: the style and sentence selectors from the AI4ATRUST
Platform v1 have been removed, improving the user experience and providing more intuitive
guidance. An example of the updated interface is shown in Figure 10.

Verdict Generation UBtO‘OtDO Relevant Sentences Reset

o :

This tool helps users verify the accuracy of a given claim by

Ubermaliiger Was

serkonsum steigert nicht den 1Q; tatsachlich

von mehr als acht Litern taglich zu

analysing a reliable information source (such as an article or

) . ) . fuhren, was gefihrliche
report) related to the claim's topic. It provides a verdict — a short . . o, )

) i . L o ngleichgewichte, Verwirrung und sogar
text discussing the veracity of the claim (i.e., whether the claim is

true or false) — along with the reasoning behind this conclusion.

lebensbedrohliche Komplikationen zur Folge haben kann

To enhance transparency and credibility, the tool also returns the Wissenschaftliche Studien zeigen, dass Hydration fir die kognitive
most relevant sentences from the information source, allowing Funktion entscheidend ist, jedoch gibt es keine Belege dafir, dass
users to review supporting evidence without having to read the extrem hoher Wasserverbrauch zu einer Steigerung der Intelligenz
entire document. fuhrt. Ebenso sind Behauptungen, dass 5G-Strahlung das

Immunsystem schwéchen oder neurologische Stérungen verursachen
konnte, durch wissenschaftliche Forschung nicht gestiitzt.

Umfassende Studien der WHO und weltweiter

Gesundheitsbehorden bestatigen, dass 5G innerhalb sicherer

Strahlungsgrenzen arbeitet und keine nache 1en negativen

Auswirkungen auf die Gesundheit hat. Au n wurde die
Mondlandung  nicht nszeniert; Uberwaltigende Beweise
einschlieBlich Gesteinsproben, Telemetriedaten

unabhangiger Verifikation durch mehrere
Raumfahrtagenturen, bestatigen ihre Authentizitdt. Die wvon
Verschworungstheorien angefihrten Unstimmigkeiten wurden immer
wieder entkraftet und beruhen oft auf Missverstandnissen von Physik
und Filmtechnologie. Kritisches Denken und wissenschaftliche Bildung
bleiben entscheidend im Kampf gegen Fehlinformationen.

Verdict

Ich kann diese Behauptungen nicht bestdtigen. Die angegebenen
Studien und Beweise, auf denen diese Behauptungen basieren,
existieren in der kopierten Textstelle nicht.

Figure 10: Verdict generation in AI4TRUST Platform v2

2.1.6. Fact-checked Claim Retrieval
The Fact-checked Claim Retrieval tool is a new component introduced in AI4TRUST Platform v2.
This tool compares the given claim with a database of fact-checked content and provides a list of
the most similar verified claims, along with a similarity score and a link to the relevant fact-checking
article. The Ul displays the top five most similar verified claims based on the provided textual input.
Users can hover over a specific claim and click on it to access the associated fact-checking article,
as illustrated in Figure 11.
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Fact-checked Claim Retrieval

o

This tool checks whether the claim has already been verified or is
similar to past claims contained in the AI4TRUST database. The
tool aims to assist fact-checkers in avoiding screening again the
claims that have been previously verified by professionals and to
find previously verified claims that could be useful for fact-
checking new claims. It provides the 5 most similar, already-
verified claims, with a similarity score of at least 0.8. Each row
can be clicked to access the original source.

# Claim Score Source

Total time

00:00:68

Fact-checked Claim Retrieval

www.ai4trust.eu

AI4TRUST

Total time

00:00:68

This tool checks whether the claim has already been verified or is
similar to past claims contained in the AI4TRUST database. The
tool aims to assist fact-checkers in avoiding screening again the
claims that have been previously verified by professionals and to
find previously verified claims that could be useful for fact-
checking new claims. It provides the 5 most similar, already-
verified claims, with a similarity score of at least 0.8. Each row
can be clicked to access the original source.

# Claim Score Source
ES Eabe .dlijtzenden .;:\i.eb&;nsbedéoh .l;chfg Es habe dutzende ,lebensbedrohliche
| © :\rlw;lfr ung;: u[;m deﬂh oV L B Nebenwirkungen" durch den Covid-19-
ﬁp = v:tn . ;e;f |ont§c t?_eﬁe = Impfstoff von Pfizer/Biontech gegeben
.er gewmp . = . ADE EIn et . ‘Wer geimpft ist, habe ein deutlich
1 heheres Risiko flr einen schweren 091 correctiv.org .
Covid-19-Krankheit auf. und di 1 hoheres Risiko fur einen schweren 091 correctivorg
Vids2rranknhefsveriaul, und die Covid-19-Krankheitsverlauf, und die
Impfung schitze nur einen winzigen
. . N Impfung schitze nur einen winzigen
Bruchteil der Geimpften vor einer X K .
Bruchteil der Geimpften vor einer
Infektion.
Infektion
Un estudio demuestra que las vacunas U dio d " L
2 contra la COVID-19 causan mas dafios 09 newtral.es n estudio demuestra que aEJ\racuTas
- 2 contra la COVID-19 causan mas dafos 09 newtral.es
que beneficios o
gue beneficios
COVID-18 vaccines are dangerous, .
there is complete documented evidence COV"_}IQ CELEL=S IS dangerou.s.
3 showing that they cause a lot of 09 verafiles.org thera is complete documented evidence

adverse effects and deaths that the
media does not report

The FDA knows that rushed-to-market
COVID-19 vaccines may cause a wide

showing that they cause a lot of
adverse effects and deaths that the
media does not report

verafiles.org

The FDA knows that rushed-to-market

4 0.89 litifact.
range of life-threatening side effects, pottiscteom 4 COVID-19 vaccines may cause a wide 089 politifact com
including death range of life-threatening side effects,
including death.
The COVID-19 vaccines and side _ _
5 effects from them can “shed” to affect nse politifact.com The COVID-13 vaccines and side
unvaccinated people. 5 effects from them can “shed” to affect 0.88 politifact.com

unvaccinated people.

Figure 11: Fact-checked Claim Retrieval in AI4TRUST Platform v2

2.2. Accessing automatically flagged contents using
AI4TRUST Monitoring and Human Validation

Dashboard

In addition to the enhanced Toolbox, AI4TRUST Platform v2 introduces a new Monitoring and
Human Validation Dashboard, which serves as the central hub for monitoring automatically
collected and analysed content (see Section 3 for further details). As shown in Figure 12, the
Dashboard consists of two main sections:
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e Filter and Sorting Bar — Allows users to refine and organise the displayed content based

on specific criteria.

e Content List — Displays the automatically collected content in an intuitive, structured list,
enabling users to easily explore and access the information.
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% %1% AI4TRUST Pratrorm Content Analysis Monitoring About the AI4TRUST Platform (-
g

Monitoring

Here you can monitor social media and news feed content that is automatically collected and
analysed. Each content can be further analysed through the content analysis methods, or verified

by fact-checkers.

Sort by: Content Type Topic

Release date v =l Select... v Select... v
Timeframe Rating Language

Select... v Select... v Select... v

Validated

Why is Pakistan so susceptible to climate change?

2 Al Analysed J 7a English [ £) Climate Change J 925/03/25

Sky's Laura Bundock looks at why Pakistan is suffering such devastating flooding - and whether it can

withstand the increasingly ...

DWS Score

89.00% - High

PBS News Weekly: Climate change and raging...

This week, severe weather and heat have punished different regions of the world, even affecting

athletes and spectators at the ...

DWS Score

75.00% - High

Figure 12: Monitoring Ul
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The Filter and Sorting Bar provides an interactive way to navigate through the collected data,

ensuring that users can efficiently focus on content relevant to their needs. It offers the following

sorting/filtering options:

Sort by: Allows users to sort the content by Release Date, or by DWS Score. The sorting
can be in ascending/descending order;
Content Type: Allows users to filter content by source (e.g., YouTube videos, news articles,
etc.);
Topic: Filters content according to the three project-defined topics: Climate Change,
Migration, and Public Health;
Timeframe: Enables filtering based on date intervals, with three predefined options:

o Today: Displays only content collected within the current day;

o Last Week: Shows content gathered from today up to seven days prior;

o Last Month: Lists content collected within the past 30 days;
Fact-Checking Rating: Filters content based on its validation status;
Language: Narrows results based on languages supported by the project;
Validation Status: A checkbox option allows users to filter between Human-validated
content only (i.e., content that has been validated by a fact-checker through the Human
Validation functionality), non-Human-validated content only (i.e., content that was not
validated by a fact-checker through the Human Validation functionality), or both.

An example of filtering is illustrated in Figure 13.
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Monitoring

Here you can monitor social media and news feed content that is automatically collected and
analysed. Each content can be further analysed through the content analysis methods, or verified

by fact-checkers.

Sort by: Content Type Topic
Release date w =l Clearall ~ Climate change x Clearall
Timeframe Rating Language

Last week x Clearall ~ Select... ~ English x Clearall ~

Validated

Scientist Peter Kalmus: Fossil-Fueled Climate Chang...

2 Al Analysed J 7 English J £ Climate Change

Support our work: https:/democracynow.org/donate/sm-desc-yt Hurricane Helene tears through the

southeastern United States as .

DWS Score

89.00% - High

Joe slams Trump&#39;s claims that climate change.i...

@ Al Analysed £ Climate Change

Former President Trump over the weekend said Democrats talks about climate change anymore and

that it is one of the great ...

DWS Score

84.00% - High

Figure 13: Filtering example

The Content List provides a structured and interactive way to explore content automatically
collected by the Data Platform. Each content (see Figure 14) is displayed in a structured way, and
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includes an image preview, a title, a description, a set of badges, and an expandable analysis
section (represented specifically in the Figure 14 by the blue and purple bottom section).

Record hot 2024 was first year to break 1.5C warmin...
s English J ) Climate Change J E425/03/25

"2024 was the hottest year on record and the first to breach a key global warming threshold of 1.5C

above pre-industrial temperatures, scientists said.”

DWS Score

71.00% - High

Figure 14: Monitoring content example

The title and description varies by content type (e.g., for a YouTube video, the title and description
correspond to the video's title and its provided description; for a news article, the title reflects the
headline of the article, while the description consists of its main content; etc.), and the same applies
also for the image preview (e.g., for YouTube videos, the preview displays the video thumbnail,
which is the default image representing the video on the platform; for news articles, the preview
features the landing image associated with the article; etc.). In some cases, a content may not
provide an associated image. When this occurs, a placeholder image is displayed instead to
maintain a consistent layout within the dashboard (see Figure 15), ensuring a visually-coherent
user experience.

MPs warn public sector accounts were undermined b...

2 Al Analysed J ¥ English J £ Climate Change

A report on the whole of government accounts (WGA) 2022-23 warns that gaps in detail and

delayed independent financial assessments mean the Government cannot effectively monitor the

health of councils’ balance sheets at a time of repeated warnings that more may be forced to declare

effective bankruptcy. As a result of the backlog, the National Audit Office has been unable to sign off...

DWS Score

60.90% - High

Figure 15: Example of content without an image

Each piece of content includes badges summarising key metadata, such as content type, language,
topic, collection date, and whether it has been analysed by the Disinformation Warning System
(DWS) or validated by a fact-checker. The analysis section adapts depending on whether the
content has been analysed by Al (DWS) or validated by a human fact-checker.
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Al Analysis (DWS): If the content has been analysed by the DWS (see Figure 16), the section
displays the calculated DWS score along with a corresponding label (High, Medium, or Low).
Expanding this section reveals the list of tools used for analysis, the weights indicating each tool's

” o«

influence on the final DWS score, and a confidence indicator, which can be “High”, “Medium”, or

“Low”.

How much progress have we made on climate...

@ Al Analysed  Climate Change J 4 28/02/25

Progress is happening all over the world. | couldn't fit the entire world into my studio though, so built

a model. See how | did that ...

DWS Score

83.00% - High

Disinformation Signals Detection Domain Disinformation Detection

Checkworthy Claim Detection Video Anomaly Detection
T—— C—

Visual Text Misalignment Detection Sensational Content Detection
- — 11.00% = 10.00%

DWS confidence: 83.00% - High

Figure 16: DWS Analysis section

Human Validation: When content is fact-checked by a human through the Human Validation
functionality (detailed below), the section instead presents the final rating assigned by the fact-
checker (see Figure 17). Expanding it provides details such as the claim associated with the content,
the debunking article title and link, the validation date, and the fact-checking organisation
responsible for the assessment through the platform. Based on the feedback from fact-checkers, it
was agreed to display only the organisation associated with the account that performed the fact-
checking within the AI4TRUST Platform.
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[CLIP] Nobel Laureate John Clauser: Climate Models...

us EpochTV 25¢ Special Offer Today: https://ept.ms/JanSale @ WATCH the full episode:
https:/lept.ms/Y0905)JohnClauser @ $1 for 2 months - Try EpochTV Today!
https://lept. ms/1For2Months-Jan @ Sign up for the American Thought Leaders newsletter to stay up-

to-date on new episodes, releases, and events https:/fept.ms/ATLnewsletter @ NEW...

rating
Missing context

quote
There is no climate emergency, and climate science does not take into account the effect of clouds.

article link

bases his opinion on a 2003 report that is now outdated.

Validated on 27/03/2025 by (a]3{:Xe{e]¢]

Figure 17: Fact-checking analysis section

Each content can be selected, as shown in Figure 18. Once selected, users can perform a series of
actions on the content:

o Analyse: This feature allows users to manually analyse various parts of the content through
the Al-driven data analysis methods provided in the first version of the platform. For
YouTube videos, the analysis can be applied to the video itself, the audio, the title and
description (text), and the thumbnail (image); for news articles, the analysis can be
performed on the landing image or the title and article content (text);

e Validate: This feature is exclusive to registered fact-checkers within the platform, allowing
them to select one or more pieces of content (see Figure 19) (ideal for analysing similar or
related content) for Human Validation functionality.

e Go to source: Allows users to access the original content (YouTube video or news article).
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DWS Score

90.00% - High

The Biggest Myth About Climate Change
DONTFALL

Check out America Outdoors Understory on @PBS : https://youtu.be/s-R1p89zHnk We're on
PATREON! Join the community ...

DWS Score

95.00% - High

Figure 18: Content selection example

The Biggest Myth About Climate Change
DONT FALL

Check out America Outdoors Understory on @PBS : https://youtu.be/s-R1p89zHnk We're on
PATREON! Join the community ...

DWS Score

95.00% - High

Climate Change Debate: Bjgrn Lomborg and Andrew...

Bjern Lomborg is author of "False Alarm". Andrew Revkin is a climate journalist (21 years at NY

Times). Please support this ...

DWS Score

95.00% - High

2
.

Figure 19: Multi-content selection example
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To perform a Human Validation, one or more contents can be selected, and a Validate button is
shown at the bottom of the page (see Figure 18). Upon clicking the button, a form is displayed for
a fact-checker to complete. The Human Validation functionality was co-designed in collaboration
with the fact-checkers within the consortium, providing a robust tool that enables fact-checkers to
manually validate content directly within the Monitoring and Human Validation Dashboard. The
Validation form is shown in Figure 20.

Human Validation ©

Date *Required Rating

25/03/2025 ] Select...

Article URL

Article Title

Article Author

Save

Figure 20: Validation form

The validation form is structured with fields that are directly aligned with the ClaimReview!!
Markup schema, adhering to the latest standards for reviewing claims. Additionally, to standardise
the process, a uniform rating system was implemented. Recognising that each fact-checker
organisation utilises its own rating system, the AI4TRUST Platform adopted the Meta rating'?
standard. To facilitate this, an equivalence table was created in collaboration with the fact-checkers
within the consortium (see Table 2), mapping the organisation's ratings directly to the platform's
standardised rating system.

11 https://www.claimreviewproject.com/
12 https://transparency.meta.com/features/content-ratings-fact-checkers-use/
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Table 2: Human Validation Rating Equivalence Table

RATING | MALDITA® | ELLINIKA HOAXES | DEMAGOG
Hoax; False context/
False information, Hoax; ,
FALSE Yeudég/ Fake News Fatsz
false quote, Hoax; Invent,
Hoax; False alarm
|
Przerobione zdjecie /
ALTERED Hoax; manipulated Tpomormompuévo Bivteo/ Przerobiony film
content Tpomomnompévn Ewova (Manipulated photo /
Manipulated video)
|
Mién yeyovotwy Kot
PARTLY FALSE No evidence Ttapartooewv/ Czesciowy fatsz
Mapartinpo@opnon
\ |
MISSING Aeinel Ogpatikd .
B
CONTEXT What do we know Meptex6pevo rakujgcy kontekst
| |
SATIRE Hoax; Satire Yatpa Satyra
\ |
TRUE / Anbég Prawda

The fields available for the fact-checkers to complete in the validation form are as follows:

e Date Picker: This field allows the fact-checker to select the publication date of the fact-
checking article, ensuring that the content’s timeline is accurately captured.

e Rating: The fact-checker assigns a rating to the content to be validated, reflecting the
veracity of the claim based on their findings.

e Article URL: The direct link to the fact-checking article that validates/debunks the selected
content, providing easy access for reference and review.

e Claim: This field identifies the specific claim associated with the content to be validated,
helping to contextualise the content being reviewed.

e Article Title and Author: The title and the author of the fact-checking article are included

to provide clear attribution and reference to the original content.

Note that the article's author could differ from the fact-checking organisation conducting the
validation. In accordance with the fact-checkers, the platform’s structure and Ul defines as article
author the organisation that owns the fact-checking article provided, and validator the
organisation that validates the content within the platform. For example, a Demagog fact-checker

13 Maldita employs two complementary taxonomies to determine the rating: “Internal Status” and “Disinformation
Rating.” The final result is derived from their combination, ensuring alignment with the META rating.
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could validate the content within the platform while linking an article from Maldita'4, which would
be associated with the article’s author field. The Ul then presents the user with the validation date
and the fact-checking author, e.g., the organisation who performed the validation within the
platform, which may differ from the article’s author that can be retrieved from the article link. An
indicative example can be seen in Figure 21:

rating
Missing context

quote
There is no climate emergency, and climate science does not take into account the effect of clouds.

article link
Nobel laureate John Clauser, climate change, and the effect of clouds: He is not an expert in climate physics and
bases his opinion on a 2003 report that is now outdated.

Validated on 27/03/2025 by (8]3/:X¢]e]¢]

Figure 21: Validation author example

These fields are designed to capture essential information for a standardised fact-checking
process, aligning with ClaimReview fields!®. The validation form includes an autofill feature from
Maldita’s “Claim Review Extractor”, which processes fact-checking article URLs to extract and
populate metadata such as date, claim, rating, title, and author, reducing manual effort. Once saved,
the form updates the selected content with the Human Validation results in the analysis section.
For technical implementation details, please see Section 3.

15 https://schema.org/ClaimReview
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Technical Implementation

achieved by significant integration efforts to ensure effective communication between the

components shown in Figure 22 and described below:

Data Collectors: Components responsible for retrieving raw data from external news and
social media sources.

Data Platform: A platform that manages data collection, processing, and storage, logically
divided into three main blocks: Streaming Platform, Serverless Platform, and Data
Lakehouse.

Streaming Platform: A data platform handling the normalisation, routing, and persistence
of data during processing.

Serverless Platform: A computing platform dedicated to executing processing steps during
data collection, such as transformations, anonymisation, and auditing.

Data Lakehouse: A unified data storage solution capable of storing both structured and
unstructured data, offering advanced querying capabilities.

Dispatcher: A component responsible for routing data to automatic processing.

API Gateway: A centralised component for controlling access to the platform's components
and storage.

Al-Driven Data Analysis Methods: Al-based algorithms that perform textual, visual, audio,
and multimodal analysis of news and social media content.

Disinformation Warning System (DWS): A component that evaluates the risk of
disinformation in media items, such as online articles or social media posts with associated
images/videos, by aggregating the outputs of various analysis methods.

Database: A storage solution that extracts a subset of information from the Data Lake in a
structured format optimised for the Web Application, ensuring low-latency access and
efficient data retrieval.

Web Application: A component enabling end-users to interact with AI4TRUST Platform
functionalities, including the Toolbox (see Section 2.1) and Monitoring and Human
Validation (see Section 2.2).

Identity and Access Management: A component ensuring secure and scalable user
authentication and authorisation.
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Al-driven data analysis methods

Deepfake Image Deepfake Video Reverse Video
Detection Detection Search

Audio Anomaly Deepfake Audio
Detection Detection

Fact-checked Verdict Checkworthy Disinformation
Claim Retrieval Generation Claim Detection ¥ Signals Detection
Sensational Visual-text Domain )
L .. ) Video Anomaly
Content Misalignment Disinformation Detection
Detection Detection Detection

Automated data collection
and analysis of content

Speech to Text

FEMBET Streamin
Social Media Data Collectors 9
Platform
Sources

Data
Lakehouse

Serverless Dispatcher
Platform

Disinformation
Warning System

Web application

API
Gateway
Database I\ J

Identity and

Access
Management

Figure 22: Overview of the components

The orchestration carried out in the backend by the system integrator is detailed in the following
data flows. In the Toolbox data flow, the user provides the audio-video (see Figure 23), image
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(see Figure 24) or text (see Figure 25) content through the Web Application, which sends it to
the API Gateway that enriches it with the needed settings and forward it to the appropriate Al-
Driven Data Analysis Methods. The outcomes are then returned to the Web Application that
displays them with interactive dashboards as described in Section 2.1.

Al-Driven
Data
Analysis
Methods

Deepfake Reverse Audio Deepfake
Web API Video Video Anomaly Audio
Application Gateway Detection Search Detection Detection

>0

[y
«
Jas]
=

audio-video item

»

T
|
News and social |
|
h

URL LIRL and setting

Y

Results

A

URL

Results

A

URL

Results

A

URL

vy _ | ¥ _|l_yY_ _| _

h

Results

URL

Resulis Results

D et e e it

'__TL__!!__J

Figure 23: The Toolbox data flow for an audio-video item

Al-Driven
Data
Analysis
Methods

Deepfake
Web API Image
Application Gateway Detection

>0

i
7]
m
=

I
|
News and social |
image item !

»
L

Results Results Results

-
-

-
<

A

[
|
|
|
|
|
URL | URL and setting
1
|
|
| |
| |
| |

Figure 24: The Toolbox data flow for an image item
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Figure 25: The Toolbox data flow for a textual item

www.ai4trust.eu

Disinformation
Verdict
Generation

In the Monitoring and Human Validation data flow, the data collected by the Data Collectors is
sent to the Streaming Platform that formats the data and sends them to the Data Lakehouse for

storing and to the Serverless Platform for preprocessing. The Serverless Platform processes the

data, and returns the processed data to the Streaming Platform, which archives them in the Data
Lakehouse and sends them to the Dispatcher (see Figure 26). For further details please refer to

Section 3.2.

41



y
Funded by the European Union P
Horizon Europe i -
3 www.ai4trust.eu

(HORIZON-CL4-2021-HUMAN-01-27

Al to fight disinformation) AI4TRUST

Automated Data Collection and Analysis of Content

w
Data Streaming Serverless
Collector Platform Platform Dispatcher

Figure 26: Monitoring and Human Validation data flow for the data collection and preprocessing

At this point the Dispatcher component handles the routing of the data, as shown in Figure 27.
First, via the APl Gateway, the Dispatcher sends the data to a subset of the Al-Driven Data Analysis
Methods (for further details about the Dispatcher logics see Section 3.11). Then, once the data are
processed by the Al-Driven Data Analysis Methods and the results are returned through the API
Gateway, the Dispatcher forwards the results to the Disinformation Warning System (DWS). The
DWS generates an aggregated result that is returned to the Dispatcher through the APl Gateway.
The Dispatcher sends all the outputs received to the Database and to the Streaming Platform,
which in turn stores them in the Data Lakehouse.
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Al-Driven
Data
Analysis
Methods

Automated Data Collection and Analysis of Content

Check-worthy Claim Detection
Disinformation Signals Detection

Domain Disinformation Detection
- Visual-text Misalignment Detection
Streaming API Sensational Content Detection
Platform Dispatcher Gateway Video Anomaly Detection
Database
I

|
d Data Filtered Data
T

|
alysis results Al-driven analysis res

alysis resulis

Al-driven analysis
Results

DWS Result

Al-driven analysis results

DWS Result

———————————— e Yy ]

Figure 27: Monitoring and Human Validation data flow for the processing

As shown in Figure 28, when the user opens the Monitoring and Human Validation Dashboard,
the Web Application retrieves the information stored in the Database via the APl Gateway and
displays it. In case the user is a fact-checker, the content retrieved can be fact-checked (Human
Validation). Via the API Gateway, the Web Application sends the outcome of the Human Validation
to the Database and the Streaming Platform, which in turn forwards it to the Data Lakehouse. This
ensures that the outcomes are stored and available for display in the Monitoring Dashboard, as
described in Section 2.2.

43



"
Funded by the European Union P 3

Horizon Europe b 1 -
(HORIZON-CL4-2021-HUMAN-01-27 e www.ai4trust.eu

Al to fight disinformation) AI4TRUST

Automated Data Collection
and Analysis of Content

__

% Web Streaming API 8

e Application Platform Gateway Database
| I

Request Data and DWS Results

-

|
| Request Monitoring
I
|

Show results Data and DWS Results

)
%

A

Y ]

Human Validation

Human Validation

I‘
r‘
|
|
|
|
|
|
|
|
|
|
|
|
|
I

— Yy _{__X

Y ¥ __

Figure 28: Monitoring and Human Validation data flow for the dashboard

In the following sections, each of the mentioned components are described in detail, providing
information about their implementation and the embedded logics.

3.1. Al-Driven Data Analysis Methods

The AI4TRUST Platform enrols a number of Al-based algorithms responsible for the textual,
visual, audio and multimodal analysis of news and social media items. As shown in Table 3,
some of them are directly shown to the user via the Toolbox (“Frontend usage”) and some of them
power the Monitoring and Human Validation process behind the scenes. (“Backend usage”).

Table 3: Al-Driven Data Analysis Methods usage.

Al-Driven Data Analysis Methods

Frontend
rontend usage ‘ Backend usage

(user-facing)

Deepfake Video Detection YES NO
|

Reverse Video Search YES NO
|

Video Anomaly Detection NO YES
|

Deepfake Image Detection YES NO
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Frontend usage

Al-Driven Data Analysis Methods . Backend usage
(user-facing)

Sensational Content Detection NO YES
|
Audio Anomaly Detection YES NO
|
Deepfake Audio Detection YES NO
|
Speech to Text YES NO
|
Check-worthy Claim Detection YES YES
|
Disinformation Signals Detection YES YES
| |
Verdict Generation YES NO
|
Fact-checked Claim Retrieval YES NO
| |
Domain Disinformation Detection YES YES
|
Visual-text Misalignment Detection NO YES

Below is provided a short recap of the Al-Driven Data Analysis Methods (for further details
please refer to D3.1%%); the asterisk (“*”) indicates the ones that were introduced for the first time
in the AI4TRUST Platform v2.

o Deepfake Video Detection: identifies Al-manipulated videos (commonly known as
deepfakes) using multiple detection models, generating a descriptive analysis and a
probability score.

o Reverse Video Search: performs a reverse video search on the Web, using a set of selected
representative video keyframes and the relevant functionality of online search engines (e.g.,
Google Lens). It automatically fetches the retrieved results and provides the user with links

16 D3.1 - First release of Al tools for disinformation detection (https:/ai4trust.eu/public-deliverables))
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to a) the retrieved near-duplicate videos, and b) online sources containing similar visual
content.

e Video Anomaly Detection*: analyses a given video and outputs a score in [0,1] indicating
the presence of abnormal events in the input video, where O means the video is normal and
1 means it contains abnormal events.

e Deepfake Image Detection: detects Al-generated or manipulated images, providing a
descriptive analysis and a probability score.

e Sensational Content Detection*: analyses the visual content of a given image or video and
returns the most relevant action/event from a predefined list of sensational actions/events
(typically found in disinformation items) along with a sensational score; the score represents
the similarity of the media item (video, image, or both) to the identified action/event, with
higher scores indicating greater similarity.

e Audio Anomaly Detection: analyses the audio segment by segment and identifies
anomalous segments (segments that might comprise splicing points or might have been
generated using Al)

e Deepfake Audio Detection: analyses the audio as a whole and indicates whether the audio
is real or was fully generated using Al

e Speech to Text: transcribes into text the spoken content in the input audio or video file.

e Check-worthy Claim Detection: detects check-worthy claims (i.e., factual and verifiable
text that appears to be false, may be of public interest or of impact to the public, or may
cause harm to the society, entities, groups, or individuals), labelling the given input text (e.g.,
a post on a social media platform) as “check-worthy”, and provides a confidence score.

e Disinformation Signals Detection: analyses input text to identify a variety of disinformation
signals. It detects and categorises signals such as hate speech, offensive language, and
clickbait. The system also identifies unique signals associated with specific manipulation
tactics, grouping them into six prevalent tactics: conspiracy theories, discrediting, trolling,
pseudoscience, science denialism, and polarisation. Additionally, it detects common
disinformation signals that do not fall under any specific tactic, such as emotional
manipulation. The system annotates relevant text segments with appropriate labels and
assigns confidence scores to each labelled segment. The output is a structured set of
annotated text segments, containing the original text, assigned label(s), and confidence
score(s).

e Verdict Generation: Generates reliable and professional responses (verdicts) about a claim,
using a trusted textual source (i.e., fact-checking articles), and an indication about the
number of relevant sentences from the trusted textual source to be displayed as evidence.

e Fact-checked Claim Retrieval*: checks whether the claim has already been verified or is
similar to past claims contained in the AI4TRUST database. It provides the 5 most similar,
already-verified claims, with a similarity score of at least 0.8.
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e Domain Disinformation Detection*: classifies a domain as present (1) or not present (0) by
extracting it from a URL using a system that indexes and labels content, leveraging models
and expert validation to assess disinformation across languages.

e Visual-text Misalignment Detection*: analyses the visual content of a given image or video
and the associated textual description, and outputs a score indicating the level of contextual
misalignment between them (the higher the score the greater the misalignment between
the image/video and the associated text); based on this score, it also provides a predicted
label: O if the items are aligned and 1 if the items are misaligned,;

The following subsections provide more details about the integrated Al-Driven Data Analysis
Methods in AI4TRUST Platform v2, describing the newly added ones and reporting on the
conducted extensions and improvements on methods that were part of AI4TRUST Platform v1.

3.1.1. Deepfake Video Detection

The Deepfake Video Detection tool has been updated after: i) replacing the previously used visual -
based model with an advanced model, and ii) integrating a new model that detects and temporally
localises deepfakes using multimodal signals. Specifically, after a comprehensive comparative
analysis involving several state-of-the-art methods and 6 benchmarking datasets, we identified
the most effective unimodal (visual-only) deepfake detector that has been then deployed through
CERTH’s deepfake service and is now available through AI4TRUST Platform v2. In addition, we
have developed a novel methodology for multimodal deepfake detection that leverages
inconsistency between visual and audio extracted speech features, which is also deployed through
CERTH’s deepfake service and is available through AI4TRUST Platform v2.

3.1.2. Reverse Video Search

The tool for Reverse Video Search on the Web has been updated to tackle one of the main user
requirements from the first pilot that relates to its time efficiency. In particular, to reduce the time
needed for processing the video we replaced the executable file for video segmentation (which was
the main source of errors in the first pilot testing) with a faster python-based implementation.
Moreover, we preloaded and ran the different models (i.e., the TransNetV2 for video shot
segmentation, the Google Net for feature extraction, the VGG16 for aesthetic quality assessment
and the RL-DiVTS for thumbnail selection) on GPU. To decrease the time needed for retrieving the
search results (i.e., the near-duplicate videos and the web sources with visually-similar content),
we restricted the number of used thumbnails for search (8 instead of 10) and the number of
retrieved results (8 instead of 10). In this way, we resulted in a smaller number of searches and of
subsequent requests for downloading the thumbnail of the retrieved videos and web sources (64
instead of 100) that was proven to be quite time-demanding, without sacrificing the retrieval
performance. Furthermore, we applied asynchronous downloading of the thumbnails of the
retrieved videos and web sources, enabling the simultaneous downloading of multiple thumbnails
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(instead of doing this in a serial manner). The applied updates resolved a main source of errors
during the analysis and resulted in a significant reduction of the overall time needed for providing
the user with the analysis results for a given video. More specifically, the processing time in the first
version of the tool was approximately equal to 3.5 times the video duration (average time for a set
of test videos with various durations). The new version of the tool allows faster than real-time
analysis as it needs approx. 0.7 times the video duration, thus reducing the waiting time for the
user by approx. 5 times.

3.1.3. Video Anomaly Detection

The Video Anomaly Detection tool is a new service that feeds the Disinformation Warning
System. This tool provides endpoints to determine whether a video is normal or anomalous.
Anomalies may include visual artifacts, objects appearing in unexpected contexts, or events
occurring in environments where they would not typically be observed. Unlike traditional
approaches, the tool leverages a training-free model, meaning it is not trained on a predefined set
of anomalous classes. This allows it to generalise effectively to various anomalies, including
previously unseen or unexpected ones.

3.1.4. Speech to Text

The Speech to Text Transcription tool has been enhanced in the platform’s second release to
include support for German, ltalian, and Greek. As a result, the service now covers all eight
languages used by the consortium: en, fr, de, it, pl, ro, es, and el. Additionally, most transcription
models have been upgraded. Conformer-based models have replaced the older HMM-TDNN
hybrid models, with one exception—Greek still uses HMM-TDNN models. From an implementation
perspective, the data ingestion utility responsible for fetching multimedia content from social media
has been updated. We have replaced youtube-d(*” with yt-dlp*®, a more frequently updated tool
that helps prevent download errors caused by API changes on social media platforms. Finally, the
speech diarisation tool, which identifies and separates different speakers before transcribing their
speech, has also been improved. The updated system now employs a noise-robust hybrid
diarisation model consisting of: (i) a fine-tuned Pyannote segmentation model for voice activity
detection and overlapped speech detection, (ii) a Titanet-L-based feature extractor for multi-scale
embeddings, and (iii) Normalised Maximum Eigengap (NME) Spectral Clustering for speaker
grouping.

3.1.5. Checkworthy Claim Detection

The Checkworthy Claim Detection tool has been updated in the second release of the platform to
also include Spanish in addition to Italian and English among the supported languages. Extensive

17 https://github.com/ytdl-org/youtube-dl
18 https://github.com/yt-dlp/yt-dlp
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experiments have been performed to identify the best models to be used in the AI4TRUST
Platform. Moreover, the exposed API for check-worthy claim detection has been further extended
to work on long inputs, to accept inputs in English, ltalian, and Spanish, and to label check-worthy
segments within long input texts.

3.1.6. Disinformation Signals Detection

The Disinformation Signals Detection tool has been expanded from 3 signals to a total of 41
signals, retaining the original 3 signals from the AI4TRUST Platform v1. An open-source, state-of-
the-art LLM, specifically Llama 3.1 with 8 billion parameters, has been utilised with 7 prompts to
detect and annotate text segments that display 4 signs of common disinformation, as well as
signals that reveal the use of the 6 most prevalent disinformation tactics: conspiracy theories,
trolling, discrediting, pseudoscience, science denialism, and polarisation. The signals corresponding
to each tactic were grouped into specific prompts. Additionally, 2 prompts were created to assess
whether the LLM is more effective than the fine-tuned models from AI4TRUST Platform v1 in
detecting both hate speech and offensive language (combined in one prompt) as well as clickbait.
For comparison, the fine-tuned models output labels in all capital letters, while the LLM uses initial
capital letters only. In total, 9 prompts were developed for the LLM, hence 9 LLM disinformation
signals classifiers for detecting 38 disinformation signals in total.

3.1.7. Verdict Generator

The Verdict Generator tool enables the automated generation of concise fact-checking verdicts,
supporting fact-checkers in evaluating claims across multiple languages. Compared to the previous
version, which supported only English, the new version of the tool introduces a multilingual
framework covering eight languages (English, German, Greek, Spanish, French, Italian, Polish, and
Romanian), along with API key authentication for secure access. Accessible via a REST API, the tool
takes as input a claim and one or more fact-checking articles and produces a short verdict (up to
three sentences) explaining the claim’s veracity. It is powered by LLaMA 3.1 8B, fine-tuned on the
EuroVerdict dataset, specifically curated for multilingual verdict generation. To ensure language
accuracy, it uses an "English prompt with language instruction" strategy (e.g., “Respond in Italian™).
The API accepts the parameters claim, article, lang, and sentences, and returns top_sentences and
the generated verdict, enhancing the AI4TRUST Toolbox with real-time multilingual fact-checking.

3.1.8. Fact-checked Claim Retrieval

The Fact-checked Claim Retrieval tool has been implemented for the AI4TRUST Platform v2. It
supports both input and output claims in English, Spanish, French, ltalian, and German and it is
based on recent multilingual text embedding models. Extensive experiments have been conducted
to select the most promising method. The API for fact-checked claim retrieval returns a rich output
consisting of the top-10 most similar claims in any of the supported languages to the one expressed
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in the input. They are provided in a decreasing order by similarity score, and each of them has
attached information including the score, the original source, the URL of the fact-check, and its
language.

3.1.9. Domain Disinformation Detection
The Domain Disinformation Detection tool is a new service that provides an endpoint to classify
a domain as Present (1) or Not Present (0) by extracting it from a submitted URL. It uses indexing,
machine learning models, and expert validation to assess disinformation across multiple
languages. The service exclusively analyses open web URLs and does not process social media
links. Domains with a history of disinformation are more likely to host new URLs that also contain
disinformation. To access the API, users:

1. Request credentials, specifying their desired username.
2. Receive login details via a 1Password link upon approval.
3. Authenticate with /login using their username and password to obtain an access token.

The APl returns a JSON object with the classification result (1/0) and the submitted URL.

3.1.10. Visual-Text Misalignment Detection

The tool for Visual-Text Misalignment Detection is a new API. It integrates an Al-model that
consists of a visual and a text encoder and was trained using a triplet loss function (presented in
Section 5.3 of D3.1). The visual encoder employs a vision transformer (ViT) architecture to extract
high-level visual features from the input visual data. The text encoder utilises a transformer-based
architecture to encode textual descriptions into embedding vectors. Both encoders are pre-trained
on the CLIP's objective to align images with their corresponding captions, thus allowing the creation
of a joint multimodal embedding space. The triplet loss function is designed to train the network
architecture by minimising the distance between the images (anchor) and the corresponding real
captions while maximising the distance between real and misleading captions. Training was based
on a dataset containing approximately 2 Million image-text pairs (called VisualNewsDC in D3.1)
that was created by using the Phi-21 LLM to generate misaligned (and thus misleading) versions
of real captions accompanying the images of the VisualNews dataset. This tool can process large
amounts of image/video-text pairs (such as the ones that are automatically collected by the
AlI4TRUST platform) and provide the DWS with evidence about the check-worthiness of each
corresponding media item.

3.1.11. Sensational Content Detection

The tool for Sensational Content Detection is a new API. It integrates knowledge about (>170)
sensational actions/events that appear in disinformation items (specified by the fact-checking
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partners of AI4TRUST), using natural language descriptions of them. So, in terms of functionality,
it significantly extends the detection capacity of our previous tool that was focusing on the
detection of visually-disturbing content (reported in Section 4.4 of D3.1), to support the detection
of several types of sensational content. For a given image or video, this tool returns the most
relevant sensational action/event from a predefined list of sensational actions/events (typically
found in disinformation items), along with a sensational score that represents the similarity
between the identified action/event and the input image/video, with higher scores indicating greater
similarity. This tool is able to analyse large volumes of visual data (such as the ones that are
automatically collected by the AI4TRUST platform) and provide the DWS with evidence about the
check-worthiness of each image/video.

3.2. Disinformation Warning System

Before detailing the infrastructure of the AI4TRUST Platform v2, a summary of all its components
has been provided. Among these, the Disinformation Warning System (DWS) is a key service
designed to flag potentially misleading and check-worthy content. It processes structured payloads
containing precomputed feature scores from multiple detection models and employs a probability -
based ensemble classifier to generate a risk score.

Submissions are ingested adhering to a predefined schema with content type (YouTube, Telegram,
News), metadata fields (Language, summary, title, and URL), raw textual content, media URLs, and
feature scores extracted from models. DWS aggregates the output of the following Al-based
classification methods (see Figure 29):

e Check-worthy Claim Detection, Video Anomaly Detection, and Visual-Text
Misalignment Detection produce binary classification outputs (0/1) with confidence scores
[0,1].

e Sensational Content Detection produces one or more categorical labels with associated
confidence scores [0,1].

e Disinformation Signals Detection produces multiple disinformation signals with
confidence scores.

e Domain Disinformation Detection produces binary classification outputs (0/1).
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Figure 29: Disinformation Warning System Architecture from D3.1

Processing is asynchronous, and submission status can be retrieved, providing information about
the processing states such as pending, in progress, or completed. Once processing is finalised, it
returns the aggregated risk score [0,1], the confidence score [0,1], and feature attribution values,
which quantify the relative influence of each detection model on the final decision enabling
explainability.

DWS leverages a probabilistic ensemble classifier that integrates feature scores using weighted
contributions optimised through supervised learning on expert-labelled datasets. This model is
trained on multimodal datasets, where multimedia content has been manually annotated with
ground-truth labels. This enables the model to learn optimal weighting strategies across diverse
detection tools, improving classification accuracy. This architecture enables external models
(whether high or low latency) to generate structured feature representations, which DWS then
processes to ensure low-latency risk assessment.

3.3. Data Platform

The Data Platform is a key component in the AI4TRUST infrastructure. It is designed to address
the requirements of data collection, processing and management in a scalable, consistent and
compliant manner. The data platform is logically divided into 3 macro blocks, as depicted in Figure
30:

o The Data Lakehouse, which acts as heterogeneous data repository;

o The Streaming Platform as (pre)processing and transport layer;

® The Serverless Platform as main processing layer for data collectors and transformations.

At the core, the Data Platform is based on a modern data lake-house design, where a traditional
flat data lake is augmented with modern and powerful capabilities aimed at managing data
schemas, tables, transactions and data versioning, all in a highly integrated environment. The data
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layer is completed by the adoption of a powerful and easy-to-use query engine, which enables
both data scientists and operators to quickly discover, explore, catalogue and interact with the data
collected from external sources.

At the front of the Data Platform, we encounter the Data Ingestion Layer, which is built on a
flexible Serverless Platform that handles the lifecycle of data collectors, offering modern
operational capabilities such as deployment management, horizontal scaling, routing, ingress and
egress networking and continuous deployment.

The data collected by the Ingestion Layer is pushed inside the Streaming Platform, which
constitutes the core of the preprocessing layer. The tasks of receiving, transforming and adapting
raw data to properly modelled features are achieved through a series of transformations deployed
inside a platform that handles all the routing, persistence, delivery and scaling requirements in a
transparent manner. Eventually, all the processed data assets persisted as proper data products
inside the lakehouse, by a series of sink processors that act as terminators for the data flow.

While the design and implementation of the Data Platform is geared towards proper data
management, the Serverless Platform is fully capable of executing custom data processors for
transformations, classification, topic extraction, text analysis etc. All the business logic relevant for
the collection pipelines is implemented as serverless functions, connected to the Streaming
Platform, which handles data in a streaming fashion, ensuring high performance, scalability and
resilience in the data processing. The usage of queues and the consistency of consuming marks,
guaranteed by the Streaming Platform, lets developers implement processors focusing on the
business logic, leaving all the consistency and scalability issues to the underlying systems.
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Figure 30: Data platform components

3.4. Data Collector

Data collectors are the entry-point of the data flow: they ingest content from remote sources such
as websites or social media and push the results into the streaming platform. One of the key
aspects of the AI4TRUST Platform is the ability to monitor content in an automated manner, by
scanning relevant and/or interesting data sources and then automatically ingest them for research

and analysis.

Streaming platform

Remot Collector
4—,7 —\—> >> processing >

e

Figure 31: Data collection flow
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Collectors are the starting point of the data ingestion process: they monitor external (remote)
sources by implementing either a polling, scraping or consuming logic in order to discover new data
to be processed. They are purposely built components that can handle various types of data such
as text, video, images and audio, supporting all the languages selected for the project.

Furthermore, as ingress points in the pipeline, they solve not only the collection of entries, but also
the identification of content and their destination, along with details about the discovery process
such as relevant keywords, timestamp, sources etc. All these metadata are collected along with
the actual data content, stored and then preserved through the entire processing to ensure proper
lineage of results is kept. For every piece of content collected and persisted, the platform
automatically adds and tracks:

e A global addressable identifier, which uniquely identifies a single content along with its
source and lineage.

e The data owner, ie., the partnerin charge of the content and its handling.

e The creation data, automatically set to the instant the content entered the data platform.

e The relevant language, either extracted from the source or inferred from the content itself.

e The keywords and topic(s) related to the content, in case the source was an API search.

e The type of the content (text, video, image, audio, multimodal).

All data, raw or processed, is aligned with the metadata described above in order to guarantee
proper ownership and management of the datasets. Currently, the platform hosts collectors for:

e Online news data
e YouTube data
e Telegram data

See Section 3.7 for details about the data collection.

3.5. Streaming Platform

The Streaming Platform is a core component of the Data Platform: it solves the problems of
storing, transporting and dispatching data in a streaming fashion, by connecting data producers,
such as collectors, with consumers, such as processors and Al tools. The platform is built on top of
the following components:

e Apache Kafka!?;

e Kafka Connect.
Producers write (raw/processed) data on topics, used as data queues, with a proper content, as
defined by data schemas, and proper addressing metadata, such as source, ownership and ids.
Consumers read (one-by-one or via micro-batching) from the various queues and then process the
content to:

19 https://kafka.apache.org/
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e Transform values or structure (for example to apply anonymisation);

e Derive new data (for example to produce a score, or download assets such as thumbnails);

e Persist the content (for example to keep a relevance score for channels).
The sequence of producers, topics and consumers depicts a data pipeline represented as a DAG,
which is used to perform a series of operations on data in an ordered and reproducible manner. At
the very end of every branch of the graph, a sink collects all the content and properly persists it to
the Data Lakehouse, ensuring that content is both persisted in the storage layer and registered in
the data catalogue.

Streaming platform

Publisher > N > -

Figure 32: Pub/sub data flow

3.6. Serverless Platform

The Serverless Platform represents the compute part of the Data Platform, where processors
handling data collection, transformation and production can execute. The Data Platform leverages
a serverless layer as the execution platform to offer developers and researchers the ability to write
their business logic to be executed in the data pipelines without addressing all the operational
requirements, such as credentials handling, deployment management, scaling, routing and
networking (Figure 33). The components used are:

e Kubernetes?, as the compute platform;

e Nuclio??, as the serverless platform.

In order to provide an easy to use, extensible and versatile platform we choose to support only
Python as programming language, ensuring that all processors deployed in the Serverless
Platform are built with the same software stack. This reduces the complexity of the data pipelines
and reduces the operational overhead versus supporting multiple programming languages and
stacks.

Another important feature driving the adoption of the serverless platform in AI4TRUST is the push
towards reproducible and consistent data collection, which is a fundamental block in building a
reliable and trustable data platform for research. By adopting the functional paradigm, we push for
reproducible, idempotent processors to be built, which ensure transparency, reproducibility and

20 https://kubernetes.io/

21 https://nuclio.io/
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explainability in the data handling process. Nevertheless, some transformations are inherently
disruptive or irreproducible: for example, one-way anonymisation or random scoring produce by
design different results at every iteration, even with the same input.

Function-as-a-service

Figure 42: Data processor as serverless function (FN) producing a data frame (DF) as output

3.7. Data Lakehouse

The Data Lakehouse is a modern data architecture that combines the best features of both data
lakes and data warehouses into a single, unified solution. [ts main advantages are:
e Flexibility: the ability to store structured, semi-structured and unstructured data together;
e Reliability: datasets are kept consistent even with multiple writes;
e Scalability: the lakehouse can scale to multiple Terabytes with ease;
e Performance: data is stored compressed, in a highly optimised format that ensures fast

lookups with billions of data points in a single table.

We built our data platform leveraging:
e Minio?? as the open-source object store;
e Apache Parquet® and Apache Iceberg?*, as data and table format;
e Project Nessie?®, as data catalogue;
e Trino?%, as the query engine;
e PostgreSQL?, as operational storage.

Every piece of data stored in the platform is globally identifiable and addressable, and we
actively enforce the presence of metadata about ownership and tracking: content that lacks proper

22 https://min.io/

23 https://parquetapache.org/
24 https://iceberg.apache.org/
25 https://projectnessie.org/

26 https://trino.io

27 https://www.postgresgl.org/
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information will not be stored in the lakehouse. By keeping a fast, low latency, structured database
bound to the object storage we can support complex operations, which require persistent states,
to be performed in the data processing stages. For example, the YouTube processor can keep track
of channels already visited and adjust a global score for relevance, keeping track of changes over
time without resorting to a slower lakehouse lookup. Nevertheless, all data is captured and stored
long term inside the lakehouse in an individual Iceberg table. Lastly, the Data Lakehouse manages
permissions and policies for data storage and access, according to relevant guidelines and
regulations, to ensure that only properly authorised operators can read, write and consume
datasets according to their individual access rights.

3.8. Data Pipelines

The Data Platform manages various pipelines, which are batch processing Directed Acyclic
Graphs (DAGs) dedicated to the ingestion, collection and processing of content from a given data
source. We have designed the data collection to be producer oriented, where a shared set of
components are used to implement the Extract-Transform-Load (ETL) process respecting the
peculiarities of the external source. The pipelines leverage the various components as depicted
in Figure 35.
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Figure 35: Data platform components

3.8.1. News Pipeline

The News Collector actively monitors the articles published by source outlets worldwide by
leveraging the GDELT Project?® for the individuation of the relevant content, and then by actively
scraping the source website via a custom crawler. The process starts from a list of keywords of
interest, grouped by language and topics, which are used as a source for interrogating the GDELT
API. The results are then evaluated, by checking the source and evaluating their policy for scraping.

When the check is positive, the content is scraped and then sent to the processing pipeline within
the streaming platform.

28 https://www.gdeltproject.org/
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Figure 36: News pipeline

3.8.2. YouTube Pipeline

The YouTube Collector monitors videos published on YouTube for relevant content. It leverages a
similar set of keywords and topics as the news collector to extract videos of interest from the

YouTube API and then proceeds to forward the information to the processing pipeline that
downloads all the metadata and the content (when allowed).

» comments
» video_details

# video_snippet | -

» video_statistics | '

- » video_status E Datalake
‘ ~—» video_topics | |

» videos

» video_thumbnails » thumbnails

Figure 37: YouTube pipeline

3.8.3. Telegram Pipeline

The Telegram Collector is structured into two different stages, due to the lack of an official API
able to select content based on keywords. As such, we implemented a split approach, where we
start from keywords search to discover channels, and then crawl the social network by exploring
neighbours and relatives’ relationships between channels. At a second stage, we explore channels
and collect messages, by requesting the chat history and ingesting all the content.
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Figure 38: Telegram pipeline

3.9. Web Application

The Web Application is the primary interaction point for users of the AI4TRUST Platform, ensuring
a seamless and intuitive experience when accessing its suite of Al-powered features. With the
latest version, significant improvements have been introduced to enhance usability, clarity, and
efficiency, incorporating valuable insights gathered from piloting sessions.

The AI4TRUST web application is based on React?®®, a JavaScript library that allows building
dynamic and reusable Ul components. It is build using Vite3°, which significantly speeds up local
development and reduces build times, ensuring a fast and efficient front-end development
experience. The project's package management is handled by Yarn3!, which helps mitigate
dependency-related issues and ensures consistency across different environments. The AI4TRUST
web application uses Zustand3? for efficient state management, providing a simple and scalable
solution for centralised state access without prop drilling, enhancing flexibility and performance.
For styling, the project uses Tailwind CSS*3, which implies a utility-first approach to styling, making
it easy to apply responsive designs without writing custom CSS. To enhance the user interface,
DaisyUI** is used, which extends Tailwind by providing pre-built, design-ready components for a
more user-friendly and visually appealing experience.

29 https://react.dev/

30 https://vite.dev/

31 https://yarnpkg.com/

32 https://github.com/pmndrs/zustand
33 https://v3 tailwindcss.com/

34 https://v4.daisyui.com/
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The introduction of the Monitoring Dashboard involved complex filtering and user interactions,
which is efficiently managed using React Select®, a library that simplifies the implementation of
customisable dropdowns and multi-select components. This improved the user experience by
providing an intuitive way to filter and select options dynamically. For additional information
regarding the Monitoring functionality, please refer to Section 2.2. These enhancements collectively
improve the user experience, making the AI4TRUST Platform more efficient, accessible, and
aligned with real-world mis/disinformation detection and fact-checking needs.

A visual representation of the website map is provided in Figure 39, illustrating how users navigate
through the platform’s interface and how each page is interconnected. The grey sections denote
sections of the user interface that are accessible without authentication (i.e., the homepage, the
login page), while the coloured sections indicate areas requiring user credentials (i.e., the Toolbox
and the Monitoring and Human Validation Dashboard). The green colour corresponds to the
Toolbox dashboard for the Al-driven data analysis methods functionality. The light blue colour
represents the Monitoring and Human Validation Dashboard for the automated data collection and
content analysis functionality. The dark blue colour signifies informative content, such as the
"About" section of the platform. The routing system in the AI4TRUST web application is managed
using React Router V6°°, which enables seamless navigation between different pages and

components.
fauthentication
Toolbox
Input Form

| | /monitoring

/image /audio-video Jtext
Monitoring
Image Audio & Text & Human

Analysis  Video Analysis  Analysis Validation
Dashboard Dashboard Dashboard Dashboard

Figure 39: Homepage

35 https://react-select.com/home
36 https://reactrouter.com/6.30.0
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The user first arrives at the homepage, accessible via the / path, which provides a brief welcome
message along with an overview of the platform's purpose. This page serves as the entry point,
offering users a clear understanding of the platform's objectives and functionalities. To access
personalised features, the user can click on the Login button, which redirects them to the
authentication page. Here, they can securely log in to their account, gaining access to the
platform’s full suite of Al-driven tools. For additional information about the authentication phase,
please refer to Section 3.13. A visual representation of these pages is provided in Figure 40.

€8 MaTRUST ruroen o ([ € marRusT raron = - |

Welcome to the

AI4TRUST platform

an Al-powered platform that supports experts in their day-to-day work
to combat misinformation and disinformation.

The AI4TRUST platform uses Al-with human oversight-to help stakeholders monitor, A
detect and verify misinformation and disinformation on social media platforms and the
news. This platform uses Al and human expertise to monitor, detect, and verify 2} ®

disinformation across social media and news. You can use it to access reliable information,

flag misleading content, and help combat the spread of false narratives. The platform “
analyses videos, text, audio and images.

Aboutus Contacts Website Aboutus Contacts Website

Funded by the European Union Horizon Europe (HORIZON-C! HUMAN-01-27 Al to fight disinformation) Funded by the European Union Horizon Europe (HORIZON-C! HUMAN-01-27 Al to fight disinformation)

The content of this website 1 ean € n does not y The content of this website re

Figure 40: Homepage and Login page

The authentication process takes place on the /authentication path, where users enter their
username and password to log in securely. Upon successful authentication, they gain access to the
Toolbox input form, the central hub for submitting content for analysis. Once logged, access is
granted also to the Monitoring and Human Validation Dashboard via /monitoring and the About
page via /about.

The Web Application development project continues to follow the "grouping by file types and
features" organisational approach. This structure, which categorises files based on their types (e.g.,
components, utilities, assets) and their respective functionalities, has been useful to maintain a
well-structured codebase. For the AI4TRUST Platform v2, no changes were made to the core
implementation structure, as it has consistently facilitated code maintainability, modular
development, and efficient collaboration.

By keeping this approach, the project retains its clarity and organisation, ensuring that new
features integrate seamlessly without compromising the existing architecture. This consistency
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also helps streamline further enhancements, allowing the modification of relevant parts of the
code while preserving overall stability.

3.10. API Gateway

In AI4TRUST Platform v1, the back-end architecture included only an APl Gateway. With the
introduction of AI4TRUST Platform v2, new back-end components have been added, and the API
Gateway's role has been explicitly defined. It now not only manages the APIs of the WP3 services,
handling authentication, input/output mapping, and error harmonisation, but also serves as an
interface for the Database supporting the Web Application. This enhancement facilitates API
interactions, reducing the complexity for clients while ensuring consistency across services.

Built with Spring Boot, the APl Gateway provides a lightweight yet robust solution for API traffic
management. It utilises Open API to standardise API definitions, providing seamless integration
between the front-end and WP3 services while maintaining compatibility with automatic code
generation tools. This architectural evolution enhances the platform's modularity and efficiency
while preserving backward compatibility. For further details on its architecture, implementation,
and security measures, please refer to D5.5%.

3.10.1. Implementation
The API Gateway has been extended to include a database interfacing layer, allowing it to handle
interactions with the Database. This integration is implemented using JDBC32 for direct database
connectivity, ensuring efficient query execution and optimised performance. Additionally, Spring
Data JPA3 has been defined for each table, streamlining data access by providing a high-level
abstraction over database operations. This allows seamless integration between the API Gateway
and the database while reducing boilerplate code. For more complex queries or performance-
critical operations, JDBC is used directly. This approach enables fine-grained control over SQL
execution, ensuring optimal efficiency when handling large datasets or executing custom queries.

3.10.2. Open API Specifications
The AI4TRUST Platform v2 introduces a series of new tools and in the following sections are
reported the related new endpoints. For the details about the previously implemented endpoints,
please refer to D5.5%°.

37.D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables/)
38 https://docs.oracle.com/javase/8/docs/technotes/quides/jdbc/

3% https://spring.io/projects/spring-data-jpa

40 D5.5 - AI4TRUST Platform v1 (https://aidtrust.eu/public-deliverables))
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3.10.2.1. Platform
/formats/audio

This endpoint returns the list of compatible audio file formats of the AI4TRUST platform
/formats/video

This endpoint returns the list of compatible video file formats of the AI4TRUST platform

3.10.2.2. Video
/video/anomaly-detection

The video anomaly detection endpoint takes a video URL as input (through a request body),
and forwards it to the Video Anomaly Detection service that starts a video anomaly
detection job. To keep track of the status of the job and to retrieve the finished result, the
Video Anomaly Detection service returns a request id, that it is forwarded back.

/video/anomaly-detection/status/{req_id}

The video anomaly detection status end-point takes a request id as input (through path)
and returns the status of the request. The status can be “PROCESSING” if the job is still
running, “COMPLETED” otherwise.

/video/anomaly-detection/report/{req_id}

The video anomaly detection report end-point takes a request id as input (through path)
and returns the video anomaly detection results.

3.10.2.3. Text
/text/previously-fact-checked-claim-retrieval
The previously fact checked claim retrieval endpoint takes a text and a language as input

(through a request body), and returns a fact checked claim retrieval result

3.10.2.4. Multimodal
/multimodal/sensational-content-detection

The sensational content detection endpoint takes a video URL as input (through a request
body), and forwards it to the Sensational Content Detection service that starts a sensational
content detection job. To keep track of the status of the job and to retrieve the finished
result, it returns a request id.

/multimodal/sensational-content-detection/status/{req_id}

The sensational content detection status end-point takes a request id as input (through
path) and returns the status of the request. The status can be “PROCESSING” if the job is
still running, “COMPLETED” otherwise.
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/multimodal/sensational-content-detection/report/{reqg_id}

The sensational content detection report end-point takes a request id as input (through
path) and returns the sensational content detection results.

/multimodal/visual-text-misalignment-detection

The visual text misalignment detection endpoint takes a video URL as input (through a
request body), and forwards it to the Visual-Text Misalignment Detection service that starts
a visual text misalignment detection job. To keep track of the status of the job and to retrieve
the finished result, it returns a request id.

/multimodal/visual-text-misalignment-detection/status/{req_id}

The visual text misalignment detection status end-point takes a request id as input (through
path) and returns the status of the request. The status can be “PROCESSING” if the job is
still running, “COMPLETED” otherwise.

/multimodal/visual-text-misalignment-detection/report/{req_id}

The visual text misalignment detection report end-point takes a requestid as input (through
path) and returns the visual text misalignment detection results.

/multimodal/disinformation-warning-system

The disinformation warning system endpoint takes a video URL as input (through a request
body), and forwards it to the Disinformation Warning System service that starts a
disinformation warning system job. To keep track of the status of the job and to retrieve the
finished result, it returns a request id.

/multimodal/disinformation-warning-system/status/{req_id}

The disinformation warning system status end-point takes a request id as input (through
path) and returns the status of the request. The status can be “PROCESSING” if the job is
still running, “COMPLETED” otherwise.

/multimodal/disinformation-warning-system/report/{req_id}

The disinformation warning system report end-point takes a request id as input (through
path) and returns the disinformation warning system results.

/multimodal/data-platform

The data platform endpoint takes a video URL as input (through a request body) and returns
a Domain Disinformation Detection result.

3.10.2.5. Monitoring
/monitoring/content
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The post content endpoint takes a content object as input (through a request body) and
saves it into the monitoring database. For a detailed reference on the content object
structure, please refer to Annex .

° /monitoring/content

The get monitoring content endpoint retrieves a list of content items stored in the
platform's database. It accepts multiple optional query parameters for filtering, sorting, and
pagination.

° /monitoring/content/filters

The get monitoring content filters endpoint returns all the available filtering values for the
get monitoring content endpoint

° /monitoring/content/{content_id}

The get monitoring content endpoint takes a requestid as input (through path) and returns
the given content.

° /monitoring/dws-output

The post dws output endpoint takes a DWS result object as input (through a request body)
and saves it into the monitoring database. For a detailed reference on the dws result object
structure, please refer to Annex .

° /monitoring/dws-output/{content_id}

The get dws output endpoint takes a request id as input (through path) and returns the
given dws result.

L /monitoring/human-validation

The post human validation endpoint takes a human validation object as input (through a
request body), saves it into the monitoring database, and forwards the data to the data
platform. This ensures synchronisation of the fact-checking results between the internal
Database and the Datalake. For a detailed reference on the human validation object
structure, please refer to Annex .

° /monitoring/human-validation/{content_id}

The get human validation endpoint takes a request id as input (through path) and returns
the given human validation result.

° /monitoring/tool-output

The post tool output endpoint takes a tool output object as input (through a request body)
and saves it into the monitoring database. For a detailed reference on the tool output object
structure, please refer to Annex |.
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L /monitoring/tool-output/{content_id}

The get tool output endpoint takes a request id as input (through path) and returns the
given tool result.

° /monitoring/claim-review-extractor

The Claim Review Extractor endpoint accepts a fact-checking article URL in the request
body and extracts the ClaimReview markup. For additional information, please refer to
Section 2.2.

3.11. Dispatcher

This section provides a detailed explanation of the implementation and purpose for the Dispatcher
component. The Dispatcher is responsible for processing incoming Kafka messages from the
Streaming Platform and handling the routing of the data for the automatic processing across
different modules.

3.11.1. Implementation

The Dispatcher is built using Spring Boot*!, a robust Java-based framework, and Maven*? for
project management, ensuring maintainability and dependency management. It follows the Open
API specification, leveraging Open API Generator*®® to standardise API definitions and minimise
manual implementation errors. The Dispatcher follows a structured architecture to promote
maintainability. Its implementation is organised into three primary layers:

e Model Layer: Defines the data structures required for processing messages and validation
data, with some structures being auto-generated based on Open API specifications.

e Controller Layer: Manages incoming requests and routes them to the appropriate services
for processing.

e Service Layer: Implements core business logic, including message transformation, API

communication, and Kafka message handling.

The Dispatcher acts as a central intermediary, handling a high volume of messages from the
Streaming Platform via a Kafka topic. Functioning as both a Kafka Consumer and Producer, it
ingests, processes, and routes messages to various Al-Driven Data Analysis Methods.

41 https://spring.io/projects/spring-boot
42 https://maven.apache.org/
43 https://github.com/OpenAPITools/openapi-generator

68


https://spring.io/projects/spring-boot
https://maven.apache.org/
https://github.com/OpenAPITools/openapi-generator

L/
o ®
_ 5 L8
Funded by the European Union f"" b/

. » '

AI4TRUST

(HORIZON-CL4-2021-HUMAN-01-27 www.ai4trust.eu

Al to fight disinformation)

Within the data processing pipeline, the Dispatcher receives structured Kafka messages
categorised as YouTube, News, and Telegram, orchestrating their analysis across multiple
modules. Each incoming message follows a predefined JSON schema, ensuring seamless
integration with downstream components. Upon ingestion, the Dispatcher processes and forwards
these messages to the Al-Driven Data Analysis Methods via the APl Gateway. These methods
include:

e Check-Worthy Claim Detection

e Video Anomaly Detection

¢ Visual Text Misalignment

e Sensational Content Detection

e Disinformation Signals Detection
e Domain Disinformation Detection

Each method produces structured outputs, which are then merged and relayed into the
Disinformation Warning System (DWS). The DWS consolidates the results to generate a final
assessment of potential disinformation risks.

In detail, in the YouTube data flow (see Figure 41), the field relevance_language representing the
language of title, description and video itself of the received YouTube Kafka message is passed by
the Dispatcher as language to multiple Al-Driven Data Analysis Methods, including Check Worthy
Claim Detection, Disinformation Signals Detection, and Visual Text Misalignment Detection. The
title field of the YouTube Kafka message, which serves as a brief but informative summary of the
video content, is passed by the Dispatcher as the short_text field to Visual Text Misalignment
Detection. The description, is a more detailed textual representation of the video, is passed by the
Dispatcher as text to the Disinformation Signals Detection, allowing this tool to analyse the
content’s credibility and potential disinformation signals. The video_url, which provides a direct link
to the video, is passed by the Dispatcher to Sensational Content Detection, Video Anomaly
Detection, and Visual Text Misalignment Detection as video_url, enabling them to assess visual
and behavioural anomalies. Similarly, the image_url, which corresponds to the caption image of the
YouTube video, is passed by the Dispatcher to the Sensational Content Detection as image_url,
where it is analysed together with the video. The content_type field, which identifies the type of
message analysed; the media_url field, which is mapped from video_url referring to the Youtube
video’s link; the missing features, which is a list of Al-Drive Data Analysis methods that were not
available for analysis; the raw_content containing a sample description of the content the DWS is
going to analyse; the metadata object, which includes multiple fields such as data_owner (set to
‘FBK’); publish_time (timestamp of video publication) and keyword (representing the video’s main
topic) are sent to the Disinformation Warning System together with the outputs generated by the
Al-Driven Data Analysis Methods.

As previously mentioned, the outcomes of the Al-Driven Data Analysis Methods called by the
Dispatcher and the DWS result are also sent to the Streaming Platform and to the Database for
later access through the Web Application (Monitoring and Human Validation Dashboard).
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Figure 41: YouTube data flow

In the News data flow (detailed in Figure 42), the language field of the received Kafka message
identifies the language of the article's title and text, ensuring proper linguistic processing by tools
such as Check Worthy Claim Detection, Disinformation Signals Detection, and Visual Text
Misalignment Detection. The title, which provides a concise overview of the news article, is used as
short_text in Visual Text Misalignment Detection and is also a key field in Disinformation Signals
Detection and Checkworthy Claim Detection, where it helps evaluate the credibility of the news
content. The text field, which contains the full content of the news article, is mapped to the text
input of the Disinformation Signals Detection, supporting in-depth textual analysis. The url, which
links to the full news article, is crucial for Domain Disinformation Detection and Visual Text
Misalignment Detection, facilitating the verification of sources. The image_url, which points to the
main visual associated with the article, is analysed in Sensational Content Detection. The
content_type field, which identifies the type of message analysed; the media_url field, which is
mapped from video_url referring to the news article’s link; the missing features, which is a list of
Al-Drive Data Analysis methods that were not available for analysis; the raw_content containing a
sample description of the content the DWS is going to analyse; the metadata object, which includes
multiple fields such as data_owner (set to ‘FBK’); publish_time (timestamp of video publication)
and keyword (representing the video’s main topic) are sent to the Disinformation Warning System
together with the outputs generated by the Al-Driven Data Analysis Methods.

As previously mentioned, the outcomes of the Al-Driven Data Analysis Methods called by the
Dispatcher and the DWS result are also sent to the Streaming Platform and to the Database for
later access through the Web Application (Monitoring and Human Validation Dashboard).
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Figure 42: News data flow

In the Telegram data flow, the received Kafka message contains text that can be analysed by the
Check-worthy Claim Detection and the Disinformation Signals Detection. As previously mentioned,
the outcomes of the Al-Driven Data Analysis Methods called by the Dispatcher are sent by the
Dispatcher to the Streaming Platform, to the Database and to the DWS, which in turn can report
to the Dispatcher its result. The Dispatcher can then send the DWS result back to the Streaming
Platform and store it in the Database for later access through the Web Application (Monitoring and
Human Validation Dashboard).

3.12. Database

To support both the monitoring and human validation functionalities, persistent data storage is
required. The first version of the platform integrated an off-the-shelf PostgreSQL database, which
was configured and optimised to better meet the platform’s needs. Initially, the primary use of the
database was for authentication and user management via Keycloak**, an open-source identity and
access management solution that provides authentication, authorisation, and user federation
services. A more detailed explanation of its usage within the platform is provided in Chapter 3.12.

With the evolution of the platform, the PostgreSQL database was further extended to support
additional features such as storing and managing platform data, including monitoring and
validation results, ensuring a unified and efficient persistence layer for the platform’s expanded
capabilities. A dedicated database for Monitoring was introduced, operating alongside the
Keycloak-generated database. This separation ensures structured and efficient data persistence

44 https://www.keycloak.org/
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while maintaining a clear distinction between authentication data and monitoring-related
information.

For the Monitoring and Human Validation functionality, three key types of information are stored:

e Content retrieved from the data platform pipeline.
e DWS inputs and outputs for processing and analysis.

¢ Human validation information, capturing fact-checking assessments.

The relationships between the tables in the Database are designed to maintain a clear structure
and ensure consistency across the different types of data stored. For further details please refer to
Annex |. The Content table acts as the central entity in the system, linking various data types
together. Each content item is initially stored in this table, and over time, additional records may be
associated with it. The DWS Output table maintains a one-to-one relationship with the Content
table, meaning that for each piece of content, a corresponding DWS output is generated, as long
as the processing completes successfully. The Human Validation table also has a one-to-one
relationship with Content, but unlike the DWS output, a human validation record is only created if
a user actively chooses to perform validation. This structure ensures that content is the foundation,
with other data layers being added as processing and validation occur.

Additionally, the Content table has a one-to-many relationship with the Tool Output table. This
means that a single content item can be processed by multiple WP3 Lite Tools, each generating a
separate output. Each record in the Tool Output table corresponds to a specific tool and its raw
output data for the given content, allowing the platform to capture and process various results from
different tools applied to the same content.

For each DWS Output, there is a list of Tool Weights associated with it, creating a one-to-many
relationship between the two tables. These weights represent the contribution of each tool's output
to the final DWS score, reflecting how much each individual tool influences the overall result. Each
Tool Weight entry is associated with a specific Tool Output through a one-to-one relationship, as
each weight corresponds to a particular tool's output and its impact on the DWS output. This
relationship allows for precise tracking of the individual tool contributions to the final DWS
analysis.

Each table uses UUIDs (Universally Unique Identifiers) as primary keys to ensure global
uniqueness, particularly in distributed systems. UUIDs provide several benefits over sequential
indexes:

e Global Uniqueness: UUIDs can be generated independently across different systems
without collisions, making them ideal for distributed environments.

e Security: UUIDs are pseudo-randomly generated, making it difficult to infer meaningful
information about the associated data.
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e Concurrency: UUIDs avoid conflicts in high-concurrency environments, where sequential
IDs may require locking mechanisms.

To generate UUIDs efficiently, version 1 UUIDs*® were used. UUIDv1 was chosen for its time-based
component, which ensures chronological ordering, optimises indexing by reducing fragmentation,
and improves query performance. Unlike UUIDv4, which is fully random and less efficient for
indexing, UUIDv1 allows for better event tracing and debugging. To mitigate security concerns
related to MAC address exposure, a randomly generated multicast MAC address was used. While
UUIDv7 offers similar advantages, it was not selected due to limited support in existing database
systems. The database structure can be summarised in Figure 43:

id2

content_id NN dws_tool_weight
created at NN id2?
NN created_at NN

score
id 2 i

label NN dws_output_id NN
content_id NN parent_id NN

confidence_score NN tool_output id NN
created_at NN created_at NN -
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article_title NN thumbnail u
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rticle_url content_url —
article_date NN anguage A
e languag NS content_id NN

article_author NN title
- created_at NN
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validat NN
lidator_org raw NN

Figure 43: Monitoring database structure

3.13. Identity and access management

In AI4ATRUST Platform v1, access management was primarily handled by a pre-configured instance
of Keycloak?*®, which was personalised to meet the platform's needs. This provided authentication
through JWT (JSON Web Tokens), ensuring secure and scalable user authentication and
authorisation. Keycloak’s robust identity and access management features allowed for efficient user
role management and secure access control across the platform.

For AI4TRUST Platform v2, an enhancement was introduced to better accommodate the
interactions between the Dispatcher and the APl Gateway. To facilitate simpler and more secure
machine-to-machine communication, APl key authentication was implemented. This new
authentication method enables secure integration between various internal services, ensuring that
only authorised machines can interact with the system. By using API keys, the platform achieves
fine-grained access control, ensuring that communication between components is both efficient
and secure, while maintaining the platform’s security standards. To support APl key

45 https://www.postgresql.org/docs/current/uuid-ossp.html
46 https://www.keycloak.org/
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authentication, a Spring Boot security filter” has been implemented in the APl Gateway
component. This filter intercepts incoming requests, checking for a valid API key in the request
headers. If the key matches the predefined static APl key, the request is authenticated, enabling
secure interaction between services such as the Dispatcher and the AP| gateway. An overview of
the update security management of the AI4TRUST Platform is shown in Figure 44.

3¢ AP
IWT Gateway

APl request Spring Security

Filter Chain

API request

AI4TRUST
API Key

API request

Keycloak

Figure 45: Updated security structure

The identity management functionality in Keycloak has been leveraged to manage access within
both the back-end and front-end. Keycloak roles are used to define various levels of access within
the platform. Each user can be assigned one or more roles, which correspond to different privileges
or permissions. These roles are centrally managed in Keycloak and can be used to restrict or grant
access to specific features or endpoints within the system. By configuring Keycloak roles, it is
possible to fine-tune access control across the platform, ensuring that only the right users have
access to specific functionalities, while others are appropriately restricted. This role-based access
control (RBAC) model ensures that the platform remains secure and efficient at providing a
tailored user experience.

To ensure that content validation is restricted to fact-checkers, the back-end endpoints related to
the Human Validation functionality are limited to users who hold the fact-checker. This ensures
that only authorised individuals can perform these sensitive actions. Similarly, in the front-end,
access to the human validation form and related features is limited to fact-checker users, while
non-fact-checker users have certain functionalities hidden. This separation of access ensures both
the security and relevance of the platform’s user interface for different user roles.

47 https://docs.spring.io/spring-security/reference/servlet/architecture.html
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3.13.1. Attributes

The application defines two primary macro types of roles:

o Admin: have full access to all platform functionalities, enabling them to manage and control
every aspect of the system.
o User: have more limited access based on the specific permissions granted to them.

Additionally, a sub-role, the fact-checker, has been introduced to differentiate between standard
users (journalists, researchers, policy makers, etc.) and users involved in validation-related tasks
(fact-checkers). Users with the fact-checker sub-role are granted access to validation-specific
operations defined in the Human Validation functionality (see Subchapter #). This tiered role
structure allows for clear and secure access control, providing the necessary privileges to different
user groups based on their responsibilities. A visual structure of the roles can be seen in Figure 46.

Standard
user

Fact-checker

Figure 46: Roles visual structure
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4. Integration and Deployment

This section provides an overview of the integration and deployment processes for each
component of the AI4TRUST Platform v2. It outlines the deployment procedures, the integration
strategies, and the standards adopted to ensure a seamless and consistent implementation. By
following these structured approaches, the platform ensures efficient interoperability between its
various elements. For more details on the infrastructure where these components have been
deployed, please refer to D5.5%,

4.1. Integration

To facilitate the integration process, an API-first*® approach was adopted, ensuring that interfaces
for interacting with the WP3 Lite Tools and the Disinformation Warning System (DWS) were
defined upfront. Despite the complexity of aligning inputs and outputs across multiple components
and coordinating with various partners, this method ultimately enabled a seamless integration of
all system elements. To support this effort, dedicated repositories were created following
predefined guidelines (for further details, refer to D5.5°°). The same methodology was applied to
interactions with the Streaming Platform, where Kafka Messages were established in advance to
standardise data exchange, ensuring consistency and efficiency.

To further enhance the integration process, a pipeline was implemented using GitHub Actions®!
to facilitate the build and deployment workflow. When a new tag is pushed to GitHub (e.g.,
“v3.0.1"), the system automatically builds the project, packages it as a Docker image, and pushes
it to GitHub Packages. This setup allows the latest version to be easily retrieved from the container
registry and manually deployed on the hosting system as needed, ensuring a fast and reliable
deployment process.

4.2. Deployment

To implement the AI4TRUST Platform v2, the following services were deployed on the hosting
system (for further details about the hosting system please refer to D5.5%?):

e Web Application: Manages the user interface, providing users with access to platform

functionalities and interacting with the back-end via secure API calls;

48 D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables/)
4% https://www.postman.com/api-first/

50 D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables/)
51 https://github.com/features/actions

52 D5.5 - AI4TRUST Platform v1 (https://ai4trust.eu/public-deliverables))
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e APl Gateway: Handles business logic, processes data, and serves as an interface for the
WP3 tools, integrating with services such as Keycloak and PostgreSQL to ensure seamless
operation across the platform;

e Keycloak: Manages authentication and user roles, providing secure access to the platform's
features and ensuring users are granted appropriate privileges;

e PostgreSQL: Acts as the relational database, responsible for storing and managing both
Keycloak-related data and platform data;

e Dispatcher: Manages data routing between components, functioning as the backbone for
Al analysis in the Monitoring functionality;

e Disinformation Warning System: A service developed by GDI, responsible for processing
and analysing output from the WP3 lite tools, ensuring relevant analysis is conducted on
incoming content;

e Swagger Ul: Offers an interactive interface for exposing and testing the platform's API
endpoints, simplifying interactions for users and developers working with the platform’s
APls;

e Reverse Proxy: Acts as an intermediary between the client and the various deployed
platform components, routing incoming requests to the appropriate service;

e Data Platform: A platform that addresses the requirements of data collection, data
processing and data management.

The services are orchestrated and managed through a set of Docker Compose files, ensuring
efficient service management and deployment on the hosting system.

The reverse proxy in the AI4TRUST Platform is implemented using Nginx®3, which is configured to
route incoming requests to the appropriate component based on the URL. Through the reverse
proxy, multiple services are securely exposed, ensuring structured access to the platform’s
functionalities:

e Ul service: Accessible through the root path (/), providing users with direct interaction with
the platform.

e Platform API: Exposed under the /api path, serving as the main entry point for back-end
services and business logic.

e Documentation: Available at the /docs path, offering an interactive interface for exploring
and testing API endpoints.

This configuration ensures a clear separation of concerns while maintaining secure and efficient
access to the platform’s services.

53 https://nginx.org/
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In addition to routing, the reverse proxy handles SSL encryption using Let's Encrypt®*, ensuring
secure HTTPS connections for the platform’s frontend. Nginx server uses TLS 1.0 through 1.3
protocols for secure communication. Let's Encrypt automatically issues and renews SSL certificates,
providing an automated and reliable way to maintain secure connections, enhancing both the
security and performance of the platform. The reverse proxy is also responsible for redirecting all
incoming HTTP requests to HTTPS (except for requests to the project URL). This ensures that any
non-secure traffic is automatically upgraded to a secure connection, reinforcing the platform's
overall security. Moreover, it guarantees that all components, including the user interface, platform
API, and documentation, are accessed securely and efficiently, with proper routing to the relevant
services and ensuring that communication is encrypted. The reverse proxy serves as the backbone
for managing all traffic and securing the platform’s connections. The updated deployment
structure is shown in Figure 47.

AlATRUST environment
|

N

Pilot server

IIIIII‘

—/docs—> Swagger Ul

®

y )

yV LS

M

IIIIII‘

— el Web Application

—Fapl—b API G atewa\,r

D|spatcher

IIIIII‘

PostreSQL

Keycloak

Figure 47: Updated deployment structure

54 https://letsencrypt.org/
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5. Conclusions and Next Steps

This deliverable "D5.6 - AI4TRUST Platform v2" details the advancements obtained since the last
AI4TRUST Platform v1 described in D5.5°°. The recommendations outlined in the "General Project
Review Consolidated Report (HE)”, dated 28 June 2024, following the project's first Review
Meeting, have been instrumental in shaping this document. In particular, this deliverable
immediately clarifies the Platform Roadmap and how AI4TRUST Platform v2 updates and
extends the functionalities of AI4TRUST Platform v1 from the user's perspective. Only after this
user-centric explanation, it digs into the technical aspects, starting with an overview that explains
the data flow, showcasing the integration and communication among the various parts, and
proceeding with a detailed description of the implementation and updates of the mentioned
components. As a result, this report demonstrates that the AI4TRUST Platform v2 is fully
implemented, operational, and prepared for the second pilot evaluation (WP6), scheduled to
take place between April and May 2025.

Furthermore, the detailed Platform Roadmap clarifies how this AI4TRUST Platform v2 relates
with the forthcoming AI4TRUST Platform v3 (i.e., described in D5.7%%), which will heavily leverage
on the improved “Al-driven data analysis methods” and the newly introduced “automated data
collection and analysis” to provide end-users (such as fact-checkers, journalists, media
practitioners, and policymakers) with visualisation dashboards for displaying advanced analytics
based on an “analysis at-scale of collected data” performed by the methods and tools that will be
developed in WP4 - Human-Centred Explainability, Interpretation and Policy.

In sum, the second version of the platform, described in this deliverable, will undergo testing,
piloting, and validation by the project’'s end-users in April 2025 (WP6). The first release of
Al4TRUST Platform v3 is scheduled for August 2025, followed by a third piloting phase involving
the same end-users, as well as external stakeholders, including policy-makers — as outlined in the
Grant Agreement — and other potentially interested parties (e.g., additional EDMO fact-checkers
from United Against Disinformation). AI4TRUST Platform v3 will introduce large-scale analysis of
collected data, integrating Al-driven data analysis methods with automated data collection and
content evaluation. It will also incorporate feedback from the above-mentioned end-users,
gathered through an internal report prepared by the WP6 Leader, NCSR-D, aligned with a
dedicated project milestone. This third piloting phase will culminate in Deliverable D6.3 — Piloting
Sessions Report v2, scheduled for submission on 31 October 2025. This step-by-step progression
ensures that each version of the platform builds upon the previous one, continuously enhancing its
capabilities to effectively tackle digital disinformation. The full integration process will be
comprehensively documented in Deliverable D5.7 — AI4TRUST Platform v3, due in M38 (February
2026).

55 D5.5 - AI4TRUST Platform v1 (https://aidtrust.eu/public-deliverables))
56 D5.7 - AI4TRUST Platform v3, due by M38
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6. Annex |

This annex provides deep technical and implementation details about some of the components
described in Section 3.

6.1. Database: Tables

To support the Monitoring and Human Validation Dashboard, the following database tables were
designed:

e content: Stores metadata related to content items obtained from the data platform.
o id: Unique identifier for each content item (UUID).
o parent_id: Identifier linking the content item to its parent entity (provided by the
Data Platform).
o created_at: Timestamp indicating when the content was created.
o type: Type of content (e.g., News, Youtube, etc.).
o topic: Topic category assigned to the content.
o thumbnail_url: URL to a thumbnail or image associated with the content .
o content_url: URL to the full content.
o language: Language of the content.
o title: Title of the content (if available).
o description: Description of the content.
e tool_output: Stores raw results generated by the WP3 Lite Tools for a given content item.
o id: Unique identifier for each tool output (UUID).
o created_at: Timestamp indicating when the tool output was generated.
o content_id: Reference to the associated content.
o tool: Name of the WP3 tool that generated the output.
o raw: Raw output data from the tool.
e DWS Output: Stores the structured results produced by the DWS for the given content
item.
o id: Unique identifier for each DWS output (UUID).
o created_at: Timestamp indicating when the output was generated.
o content_id: Reference to the associated content.
o score: DWS-generated score evaluating the content.
o label: Classification label assigned to the content by the DWS.
o confidence_score: Confidence score for the classification.
o confidence_label: Label associated with the confidence score.
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e DWS Tool Weight: Establishes relationships between tool outputs and DWS results,
assigning weights to each tool's contribution. Each tool output is linked one-to-one with a
weight, while multiple tool outputs can be associated with a single DWS result.

o id: Unique identifier for each weight entry (UUID).

o created_at: Timestamp indicating when the weight was recorded.

o dws_output_id: Reference to the associated DWS output.

o tool_output_id: Reference to the associated tool output.

o weight: Weight assigned to the tool's contribution to the DWS output.

e Human Validation: Stores fact-checking results, including claims, article references,
validator details, and ratings.

o id: Unigue identifier for each validation entry (UUID).

o created_at: Timestamp indicating when the validation was recorded.

o content_id: Reference to the associated content.

o rating: Fact-checker's rating of the content’s credibility.

o claim: The claim being fact-checked.

o article_title: Title of the fact-checking article used for validation.

o article_url: URL to the fact-checking article used for validation.

o article_date: Publication date of the fact-checking article used for validation.
o article_author: Author of the fact-checking article.

o validator: Name or identifier of the fact-checker.

o validator_org: Organisation associated with the fact-checker.

6.2. Dispatcher: Kafka Messages Structures

As mentioned in the Section 3.11, the Dispatcher integrates communication with the Data Platform
through Kafka, a distributed event streaming platform used for high-throughput, fault-tolerant data
processing. Kafka operates based on the publish-subscribe model, where producers send
messages to topics, and consumers subscribe to topics to process the messages asynchronously.

Kafka topics act as logical channels that store and distribute messages, ensuring reliable
communication between system components. The Dispatcher, acting as both a Kafka Consumer
and Producer, ingests messages from specific topics, processes them, and then publishes results
back to designated topics.

Kafka was chosen over direct HTTP-based communication due to its ability to efficiently handle
high volumes of real-time data while ensuring fault tolerance. While HTTP calls can be designed
with fault tolerance, Kafka provides a distributed, asynchronous messaging system that helps
decouple components, reducing bottlenecks and improving overall system responsiveness. Unlike
traditional request-response mechanisms, Kafka allows message processing to be fully
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asynchronous without requiring clients to continuously poll for updates. Additionally, the Kafka
instance used for this purpose is the same as the one described earlier for the Dispatcher
component, ensuring consistency in data flow management across the system. The following
sections list the various types of messages exchanged through Kafka topics, detailing their
structure and purpose within the AI4TRUST Platform.

6.2.1.1. Source data
The Kafka messages containing the source data are sent from Data Platform to Dispatcher. The
message varies according to the content type (e.g., Youtube videos, News articles). Below are some
examples of the structures of the messages.

e YouTube Message

The YouTube Message contains the following fields:

o data_owner: Owner of this message data, usually set to ‘FBK'.

o relevance_language: Language in which the title and description are written.
o id: UUID identifying this message data in the Data Platform collection.

o title: Title of the YouTube message data.

o description: Description of the youtube message data.

o image_url: URL for the caption image of the YouTube video.

o video_url: URL for the YouTube video.

o publish_time: Time when a YouTube video has been published.

o keyword: Word describing the main topic of the video.

e News Message
The News Message contains the following fields:

o data_owner: Owner of this message data, usually set to ‘FBK'.

o language: Language in which the title and description are written.

o id: UUID identifying this message data in the Data Platform collection.
o url: URL for the news article.

o title: Title of the youtube message data.

o text: Text of the news article.

o image_url: URL for the caption image of the news article.

o publish_time: Time when a news article has been published.

o keyword: Word describing the main topic of the video.
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6.2.1.2. Input data for YouTube messages

This section outlines how the fields from an input YouTube message are mapped to invoke
different Al-Driven Data Analysis Methods and the Disinformation Warning System. Each method
processes specific attributes extracted from the structured JSON message received via Kafka.

e Check Worthy Claim Detection Input Message:
o text: This field is mapped from the title of the YouTube message, which provides
contextual information about the video content.
o language: This field is mapped from relevance_language, indicating the language in
which the tile is written.
e Disinformation Signals Detection Input Message:
o title: Mapped from the title of the YouTube message, which summarises the video’s
content.
o text: Mapped from the description, offering additional details regarding the video.
o language: Mapped from relevance_language, denoting the language used in the title
and description.
e Sensational Content Detection Input Message:
o video_url: Directly mapped from video_url, representing the link to the YouTube
video.
o image_url: Directly mapped from image_url, which provides the URL of the video’s
caption image.
e Visual Text Misalignment Detection Input Message:
o video_url: Directly mapped from video_url, referencing the YouTube video link.
o short_text: Mapped from tile, as it provides a concise textual representation of the
video’s subject.
o language: Mapped from relevance_language, indicating the language of the textual
content.
e Video Anomaly Detection Input Message:
o video_url: Directly mapped from video_url, pointing to the YouTube video under
analysis.
e Domain Disinformation Detection Input Message:
o url: This field is derived from video_url as it represents the source of the video
content.
e Disinformation Warning System Input Message:
o content_type: Mapped from the message type, identified as YOUTUBE.
o feature_scores: Populated based on the outputs generated by the WP3 Lite Tools.
o media_url: Mapped from video_url, referring to the YouTube video’s link.
o metadata: Includes multiple fields such as data_owner (set to ‘FBK’), publish_time

(timestamp of video publication) and keyword (representing the video’s main topic).
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o missing_features: List computed based on unavailable Al-Driven Data Analysis
Methods

o raw_content: Field containing a sample description of the content the DWS is going
to analyse.

e Input data for News messages

This section outlines how the fields from an input News message are mapped to invoke different
Al-Driven Data Analysis Methods and the Disinformation Warning System. Each method processes
specific attributes extracted from the structured JSON message received via Kafka.

e Check Worthy Claim Detection Input Message:
o text: Mapped from title, which contains the main content of the next article.
o language: Mapped from language, indicating the language in which the article is
written.
e Disinformation Signals Detection Input Message:
o title: Mapped from title, representing the headline of the news article.
o text:. Mapped from text, providing the full content of the news article.
o language: Mapped from language, specifying the language of the article.
e Sensational Content Detection Input Message:
o image_url: Mapped from image_url, which provides the URL of the caption image
associated with the news article.
e Visual Text Misalignment Detection Input Message:
o image_url: Mapped from image_url, representing the news’s article associated
image.
o short_text: Mapped from title, as it provides a brief textual representation of the
news article.
o language: Mapped from language, indicating the language of the textual content.
e Domain Disinformation Detection Input Message:
o url: Mapped from url, referencing the news article’s source.
e Disinformation Warning System Input Message:
o content_type: Mapped as NEWS, identifying the message type
o feature_scores: Populated based on the outputs generated by the Al-Driven Data
Analysis Methods.
o media_url: Mapped from url, representing the source of the news article.
o metadata: Includes multiple fields such as data_owner (set to ‘FBK’), publish_time
(timestamp of video publication) and keyword (representing the video’s main topic).
o missing_features: List computed based on unavailable Al-Driven Data Analysis
Methods
o raw_content: Field containing a sample description of the content the DWS is going

to analyse.
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6.2.1.3. Results data

The results from Al-Driven Data Analysis Methods first return to the APl Gateway, which then
forwards them to the Dispatcher via an API call. Once received, the Dispatcher processes and sends
the results to the Data Platform. The Kafka messages containing the results data (Al-Driven Data
Analysis Methods results) are sent from the Dispatcher to the Streaming Platform through a Kafka
topic, Below are the structures of the messages:

e Check Worthy Claim Detection Result Message:
o summary: Object describing overall the level of worthiness.
o segments: List of objects, specifying for each segment span and level of worthiness.
e Disinformation Signals Detection Result Message:
o document: List of text describing the document given in input
o segments: List of objects describing for each segment values such as tactic, span
and confidence score.
e Sensational Content Detection Result Message:
o label: Text indicating the sensational content detected.
o score: Score between 0 and 1 describing the confidence.
e Visual Text Misalignment Detection Result Message:
o prediction: Value indicating if Video and Text are not aligned.
o score: Score between 0 and 1 describing the confidence.
e Video Anomaly Detection Result Message:
o result: Word describing if video given in input is anomalous or not.
o confidence_score: Score between 0 and 1 indicating the confidence on the result
e Domain Disinformation Detection Result Message:
o label: Status label indicating whether the input is classified as present or not.
e Disinformation Warning System Result Message:
o confidence: Value describing the level of confidence, it can be ‘High’, ‘Medium’ or
‘Low’.
o confidence_score: Score describing the level of confidence, it can range from 0 to 1.
o explainability_coef: List of objects containing a summary of each result returned
from WP3 Lite Tools.
o n_features_in: Number of features.
o risk: Value describing the level of risk, it can be ‘High’, ‘Medium’, ‘Low’.
o risk_score: Score describing the level of confidence, it can range from 0 to 1.
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